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ABSTRACT OF THE DISSERTATION

A Continental Shelf Bottom Boundary Layer Model:
Development, Calibration and Applications to Sediment Transport
in the Middle Atlantic Bight
by
RICHARD BRENT STYLES
Dissertation Director:

Scott M. Glenn

A continental shelf bottom boundary layer model is presented for use over a non-
cohesive movable sediment bed. Model features include a continuous eddy viscosity, a
correction for suspended sediment-induced stratification and improved bottom roughness
and reference concentration models. Predicted concentration and current profiles are
sensitive to changes in selected internal model parameters and grain size.

High-resolution current and concentration profile data collected simultaneously over
a 6-week summer deployment in 1995 off the southern coast of New Jersey are used to
calibrated sensitive model coefficients and to determine the accuracy of the model at
predicting the shear velocity and hydrodynamic roughness. Calibration of the internal
parameters:, which regulates the cutoff point of the eddy viscosity near the bed;,and
which regulates the vertical decay of the suspended sediment concentration, are shown to
be consistent with past estimates obtained in the field. Estimates of ripple heighd,

ripple lengthA are also shown to give good agreement with available field data. Bottom



roughness is shown to be a functiomof only ripple height, but also of the angle between
the wave and combined wave and current shear stress components.

Nearly two-years of current and wave data collected on the inner shelf offshore of
New Jersey are used to run the model to investigate long-term sediment transport. Model
results indicate that all transport events are related to waves and that the seasonal distribution
includes a number of summer storms that are comparable in sediment transport potential to
other systems in the spring and fall. Modes of longshore transport follow established
patterns for a wide, gently sloping continental shelf with the transport directed primarily
alongshore. Cross-shore patterns exhibit an onshore bias which may be caused by multi-

scale topographic features that may introduce 3-dimensional flow effects.
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1.0 INTRODUCTION

Boundary layers develop at the surface and bottameobcean due to the frictional
drag experienced by the viscous fluid as it encounters the atmosphere or sea-bed. The
surface boundary layer, which separates the interior from the atmosphere, is often
characterized as a layer well mixed in density and momentum, but can experience
significant vertical shear as in a surface Ekman layer. In contrast, friction induced by flow
over a rough fixeddittom typically makes the bottom boundary layer a turbulent, sheared
flow region where exchanges of mass, heat and momentum between the interior fluid and
the sea-bed occur. In relatively shallow areas, such as the continental shelf, wind-waves
propagating on the surface drive oscillatory currents that can extend to the sea-bed,
generating a thin, highly sheared wave boundary layer. If both currents and waves are
present, the wave boundary layer will be embedded within the thicker current boundary
layer. In coastal areas, storm or tidal driven flows can sometimes produce boundary layers
that are in excess of the Ekman layer depth, so that the bottom boundary layer can occupy
a major fraction of the water column and even extend to the surface. The fact that the
bottom boundary layer can sometimes extend over a large fraction of the water column
(Lentz and Trowbridge 1991), and is directly influenced by wind-waves, indicates that a
thorough description of the dynamical fields in the ocean should include accurate
descriptions of physical processes occurring in boundary layers.

The bottom boundary layer on tbentinental shelf can be segmented into an outer
region where the current is described by a velocity defect law, and an inner constant stress
region where the current varies logarithmically with height (Tennekes and Lumley (1972).

In the outer boundary layer, theesfts of the earth's rotation and mean horizontal pressure



gradients become important. Typical examples of the steady horizontal flow in this region
include the turning of the velocity vector with depth and the presence of vertical shear.
Because the scale height of the wave boundary layer is much less than the scale height of
the current boundary layer, the wave is adequately described by potential theory.

The constant stress region forms the lower part of the bottom Ekman layer and
includes the wave bodary layer. Differences in the characteristic length and time scales
for waves and currents leads to a complicated bouralaey structure for combined flows.

For example, high frequency wave motion, which reverses direction each half wave cycle,
induces time-dependent changes in the shear that maintains the turbulence transporting
eddies. This effectively limits wave boundary layer growtthase eddies vary in intensity

over a wave cycle. Depending on the local wave characteristics, the wave boundary layer
thickness on the continental shelf can range between a few to tens of centimeters. For the
current, the time scale of the motion is much grehgam the wave so that the mean current
shear is maintained well above the wave boundary layer height. Correspondingly, the
current boundary layer extends furtherinjo the water column. If the individual velocity

scales for waves and currents are of the same order of magnitude, the maximum shear stress
generated by the wave will have a greater magnitude than the shear stress for the current.
Because the individual bed shear stress components are proportional to the square of the
flow speed, the total bed shear stress will be a nonlinear function of the contributions from
the wave and current. In the combined flow, the maximum shear stress associated with the
wave will advect low momentum fluid away from the bed mwgerously than if the wave

were not present. This has the effect of reducing the current shear in the wave boundary

layer and can distort the current profile from the classic logarithmic variation with height.



Above the wave boundary layer, the shetegss is associated only with the current and the
logarithmic velocity profile is recovered. In addition, the embedded structure of the wave
boundary layeleads to an apparent hydraulic roughness, as seen by the current above the
wave boundary layer, that is much larger than the physical bed roughness, which itself is
a function of the unevenness of the seabed. This is similar to steady flow behind upstream
bumps where the roughness experienced by the current is enhanced due to the presence of
the extrusion.

If the sea-bed consists of loosely packed sediment, the combined wave and current
shear stress can scour the bottom and resuspend bed material. This process leads to a
suspended sediment concentration gradient, where the upward flux of sediment due to flow
turbulence is balanced by the tendency for the particles to fall out of suspension under the
action of gravity. As the sediment is entrained by the wave, the mean current transports it
horizontally. Obviously, the net horizontal transport will depend on the relative magnitude
of the near-bed wave and current velocities. During storms when both waves and currents
are strong, large amounts of sediment are entrained by the wave and then steadily
transported horizontally by the current. Critical to the accurate description of sediment
resuspension is the definition of the reference concentration defined at the bed. This is of
particular concern since the concentration at any level is directly related to the reference
concentration.

When sediment is resuspended, it often is unevenly distributed in the water column
resulting in the potential for flow stratification. A large vertical concentration gradient
results in a reduction in vertical turbulent transport efficiency, where a fraction of the

turbulence kinetic energy is removed by the buoyancy flux induced by the stratified layer.



The reduction in transport efficiency is associated with a corresponding reduction in mixing
efficiency for mass, heat and momentum. Thus, stratification can reduce the vertical flux
of momentum and sediment mass from the neutral case and, therefore, must be considered
in boundary layer studies where the presence of a suspended sediment layer is probable.

Another important aspect of a movable sediment bed is the uneven redistribution of
bed material under the action of the individual wave and current flows or by biological
activity. Flow instabilities arising from the presence of turbulence, and flow over loosely
consolidated, uneven sand bottoms, can lead to the formation of sand ripples. Biological
organisms can rework the sediment bed through activities like mound building and
burrowing, and modify sediment characteristics through adhesion and vertical mixing of
particles. The mere presence of biological organisms and individual grains can further
contribute to the unevenness of the sea-bed. The presence of these bedforms constitutes a
hydrodynamically rough bottom which can enhance the spatially averaged bottom
roughness experienced by the current. For extreme ftowlittons over a movable
sediment bed, a near-bed transport layer can develop that will also contribute to the
roughness of the bed. Each of these sources of flow roughness will tiatiec influence
on the spatially averaged bed roughness and an associated mathematical description which
depends on the forces that generate the bedforms and/or their physical characteristics.
Thus, accurate estimates of the geometrical propertiegkaticon to the roughness of these
various bed forms is critical when modeling near-bed flow or sediment resuspension.

The need to understand processes occurring in boulagang arises from a variety
of historic and contemporary topics in physics and oceanography. For example, boundary

layers are turbulent, and the description of turbulent flow is one of the unsolved problems



remaining in classical mechanics from over a century ago. Self stratification due to
suspended sediment, and how it affects the flow and sediment transport, is an important and
still not well understood feature of boundary layers. As meet above, bottom boundary
layers are regions where mass, momentum and heat are exchanged with the sea-bed.
Chemical constituents including aquatic contaminants, decagagic matter, oxygen and
nutrients are passed from water column to sea-bed through the bottom boundary layer. In
engineering applications, the design of pipelines, oil rig foundations, caissons and other
sub-sea structures all require knowledge of the flow near the bed to ensure safe operation
and structural integrity. The ultimate fate of dredge material and riverine discharges, both
of which sometimes contain toxic elements, are highly dependent fiovtheharacteristics
of the continental shelf bottom boundary layer. Long-term beach erosion, littoral drift and
the formation and maintenance of sand ridges are all highly dependent on processes
occurring in the bottom boundary layer. With theseceons in mind, it becomes clear that
a greater understanding of boundary layer processes in the field through observation and
prediction remains an important area of research.
1.1  Objective of present study

The objective of this study is to develop, calibrate and apply a continental shelf
bottom boundary layer model for combined wave and currents over a non-cohesive,
movable sediment bed. Model features include the prediction of the wave and current shear
stresses, the bed reference concentration, the bottormesggltand the vertical distribution
of the mean current and suspended sediment concentration for a fluid stratified by the
resuspension of sediment. The model is self-contained in that a minimum of external mean

flow and wave parameters are needed to initialize and run the model. The simple, analytic



formulation allows the model to be constructed in a modular fashion so that it is easily
modified for coupling with large-scale shelf circulation models.

Models that do not incorporate all the physics of the system being investigated are
limited in their accuracy, and it is importantdbtain detailed observations to gauge model
performance. Therefore, a secondary objective is to calibrate model coefficients and
compare predicted variables with data obtained in the field through a consistent statistical
analysis which provides a quantitative framework from which to judge these calibrations
and comparisons. The use of field data to gauge model performance is highly desirable
since many past studies have relied extensively on laboratory measurements. Finally, the
completed boundary layer model will be used to predict long-term sediment transport
emphasizing the seasonal response of the bottom boundary layer to various degrees of
forcing and the corresponding impact on sediment resuspension and net horizontal flux.

In Section 2, a brief review of relevant theoretical and experimental investigations
are presented in order to place the present work in an appropriate context. Section 3
presents a detailed derivation of the governing equations with emphasis on the sensitivity
of the solution to various experimentally determined free parameters. In Section 4, field
data are used to calibrate model coefficients and gauge thra@cofi the model developed
in Section 3. To illustrate the utility of the model, Section 5 presents results from a long-
term study of sediment tiaport patterns off the New Jersey shelf using 2 years of current
and wave measurements. Finally, Section 6 provides a brief summary of the results and

directions for future research.



2.0 BACKGROUND
2.1  Historical development of bottom boundary layer models

Modern theoretical studies of combined wave and current flows can be traced back
to Lundgren (1972) who developedimple model for the mean current in the presence of
waves but did not include the nonlinear interaction between the wave and current stress
components. The first study to include the non-linear interaction was achieved,
independently, by Smith (1977) and Grant (1977). The work of Grant (1977) was later
reported in Grant and Madsen (1979). Both the Smith (1977) anda@chMadsen (1979)
models used simple, time-invartalinear eddy viscosities and concentrated on flows very
near the bed. The Smith (1977) model was developed for waves and currents flowing in
the same direction, while Grant and Madsen (1979) included \@adesurrents at arbitrary
angles. Since then, numerous investigators have developed more sophisticated boundary
layer models that include other processes. For example, Grant and Madsen (1982)
developed a bottom roughness model for a movable, non-cohesive sediment bed, for pure
waves. Grant and Madsen (1986) introduced a simplification for calculating the wave
friction factor solution in the Grant and Madsen (1979) model. Madsen and
Wikramanayake (1991) added a more realistic continuous eddy viscosity to the Grant and
Madsen (1986) model.

Sediment transport models similarly have evolved over the past few decades.
Unlike the non-linear boundary layer theories posed by Smith (197 Gramd and Madsen
(21979) in the 1970s, modern theories on the resuspension of sediment can be traced back
to Rouse (1937). Rouse (1937) assumed that if the only difference between the sediment

and fluid velocity is the particle settling velocity, then the upward turbulent flux of



sediment balances the settling of particles under the action of gravity. This greatly
simplified the governing equations for particles mixed in fluid and laid the foundation for
modern studies of sediment transport. Lumley (1976) established quantitative guidelines
to identify conditions for which the Rouse (1937) theory could be applied. Smith (1977)
also included in his combined wave and current flow model algorithms to compute
suspended sediment concentration profiles using the original theories introduced by Rouse
(1936). Wiberg and Smith (1983) included a correction for suspended sediment-induced
stratification to the Smith (1977) model, while Glenn &rdnt (1987) did the same for the
Grant and Madsen (1979) model. Wikramanayake and M&ti868) derived a suspended
sediment concentration model under neutral conditions for use with the Madsen and
Wikramanayake (1991) wave and current model.
2.2  Observational studies of boundary layer processes

In conjunction with modeling studies of flow and sediment transport for combined
waves and currents, a number of related observational programs have been conducted over
the past several decades. One of the first largesicalees of flow in boundary layers was
conducted as part of the Coastal Ocegndnics Experiment (CODE-1) during the spring
and summer of 1981 (Allen et al. 1982). During early June of that year, instrumented
bottom boundary layer tripods equipped with statdrefdrt current sensors were deployed
at depths of 30 and 9% off the northern California coast. Results from then90
deployment reported by Grant et al. (1984) demonstrated the importance of wave/current
interaction in determining bottom stress and confirmed the presence of logarithmic velocity
profiles for a natural wave and current flow environment. Grant et al. (1984) also showed

that bottom stress estimates using the Grant and Madsen (1979wecelgypically within



10-15% of those measured. Also on the northern California shelf, but during a winter storm
in Decembed 979, Cacchione et al. (1987) measured highly logarithmic velocity profiles
near the bed in 8% of water, and suggested that high shear stress events due to combined
wave and current flow could be a major factor in controlling the distribution of surficial
sediment in that area. Estimates of shear velocity obtained from a bottom boundary layer
tripod were similarly shown to be in good agreement with the Grant and Madsen (1979)
model.

A decade after CDE, researchers returned to the northern California shelf as part
of The Sediment TRansport on Shelves and Slopes (STRESS) experiment (Sherwood et al.
1994; Wiberg et al. 1994; Lynch et al. 1997). Occupying some of the original mooring
sites used during CODE, researchers engaged in a comprehensive investigation of sediment
resuspension and flux using state-of-the-art optical, acoustical and current sensors. These
instruments measured current and suspended sediment concentration profiles, particle size
spectra, particle settling velocity, and micro-topography (Sherwood et al. 1994). Unlike
CODE, which was conducted during the spring and summer upwelling season, the initial
phase of STRESS focused in on the storm season during the winter months of 1990-1991.
Information obtained on the resuspension of sediment during storms in a water depth of 90
m confirmed the importance of wave/current interaction on the vertical distribution of
suspended sediment (Lynch et al. 1997), and revealed a distinct transition layer in the
measured profiles similar to that predicted in the Wikramanayake and Madsen (1992)
suspended sediment concentration model. Additionally, instruments were used to

determine suspended sediment particle size distribution and showed good agreement with
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both grab samples obtained from near the tripod and laser diffraction instruments designed
to measure particle size spectra (Lynch et al. 1994).

Although the CODE, and STRESS experiments successfully increased present
theoretical and experimental knowledge on flow andrseat transport in boundary layers,
both were conducted in relatively deep water with bottom sediment comprised mostly of
silt. Studies with the same scope as CODE and STRESS for shallow, wide continental
shelves, like that observed off the east coast of the United States, are less common. One
of the earlier studies for the New Jersey coast was conducted by McClennen (1973).
McClennen (1973) deployed individual current meters offshore of New Jersey in water
depths ranging from 20 to 140 to obtain velocity data to calculate sediment transport in
combined wave and current flows. Using wave data from NOAA buoysjarection with
his measured currents, McClennen (1973) cdledlampirical relationships to describe the
threshold of sand movement in combined wave and current flows. McClennen further
alluded to the now well understood process of sediment transport in combined wave and
current flows, where the waves act to suspend sediment while the mean current transports
it horizontally. More recently, Vigght et al. (1991) deployed boundary layer tripods in the
Middle Atlantic Bight over a 3-year period in a depth of 7rid@t two locations offshore
of North Carolina to study cross-shore transport for a variety of conditions ranging from
fair weather to storms. Currents were measured at 4 heights off the bed using two-
component ECMs at a sampling rate diZ and suspended sediment was measured at 5
heights off the bed using Optical Backscatter Sensors (OBS), which also sampiéd at 1
Madsen et al. (1993) deployed boundary layer tripadgfiofe of North Carolina in a water

depth of 13musing the same instrument package as Wright et al. (1991). Although the
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OBS sensors in both these experiments provide vertical profiles at 5 discrete heights,
acoustic instruments, like theMiHz ABS deployed during STRESS (Lynch et al. 1994),
provide individual concentration estimates ierfh bins ranging from the sea bed up to
about 50cm  Lee and Haynes (1996) deployed a horizontal cross-bar attached to two
vertical posts jetted into the sand in 3abf water off the Atlantic coast of Florida using
OBS and acoustic sediment profiling instruments but only one ECM. In their experiment,
the sediment concentration was adequately resolved but the shear stress was calculated
using the Madsen and Wikramanayake (1991) bottom boundary layer model. During high
wave conditions, measured concentrations from the acoustic profiler showed fair agreement
with the Wikramanayake and Madsen (1992) suspended sediment transport model.
Trowbridge and Agrawal (1995) deployeti@tom boundary layer tripod off Duck, North
Carolina in a water depth of approximatelgn@nd obtained current profile measurements
from 5 to 16cmabove the bed, but did not investigate sediment resuspension. Although
these studies were conducted in relatively shallow water, none possessed the variety of
instrumentation or the comprehensive scope of either CODE or STRESS.
2.3  Related calibration studies of key model parameters

In addition to the field experiments described above, a number of related field and
laboratory experiments have recently advanced our unddirggaof key physical processes
related to boundary layer flows. Included are the spatiic of the bottom roughness, the
determination of the bed reference concentration, and the accuracy of accepted turbulence
closure schemes.

As mentioned above, bottom roughness on continental shelvizgesi® a number

of bed attributes including sand grains, wave-formed ripples and, for extreme flow
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conditions, a highly-concentrated near-bed sediment transport layer. On wave dominated
shelves, ripples are known to play an important role in controlling the spatially averaged
roughness for the mean flow, and the relationship between the geometrical properties of
ripples, such as ripple height, and the roughness is still an active area of research
(Wikramanayake and Madsen 1991; Tolman 1994; MathiseMadden 1996). Emerging
trends indicate that bottom roughness is more related to the height of the ripples
(Wikramanayake and Madsen 1991). Similarly, the description of bottom roughness has
been expanded to include waves and currents flowing at arbitrary angles (Sorenson et al.
1995), which previously has been virtually unexplored.

Another important area is the specification of the reference concentration defining
the suspended sediment concentration at the bed. Historically, progress in this area has
been severely limited by a lack of high-quality in situ measurements very near the bed.
Instruments like the ABS described above can now provide concentration measurements
very close to the bottom so that the reference concentration can be measured more
accurately than was previously possible.

A third area that has received more attention latelyegsoptimal choice of the eddy
viscosity formulation needed to describe the turbulence Reynolds fluxes. For neutral
conditions, Lynch et al. (1989) identified a transition layer near the top of the wave
boundary layer in their suspended sediment concentration measurements that was not
consistent with previous eddy wisity formulations adopted by Grant and Madsen (1979)
and Glenn and Grant (1987). They showed that the Wikramanayake and Madsen (1992)
continuous eddy viscosity model predicted the cutoff point identifying the edge of the

transition layer, and was more accurate than the Grant and Madsen (1986) discontinuous
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eddy viscosity model. For stratified flows, the functidoain of the correction to the eddy
viscosity originally suggested by Businger et al. (1971), ddxeloped their eddy viscosity
for thermally stratified atmospheric boundary layers, has recently been verified for
suspended sediment-induced stratification by Villaret and Trowbridge (1991).
2.4  Justification and need

The lack of comprehensive measurements of flow and sediment resuspension in a
high energy shallow water environment, combined with recently advanced theories on key
physical parameters directly related to modelmgindary layer flows, led a team of
scientists from Rutgers University, Woods Hole Oceanographic Institution (WHOI), and
Sequoia Scientific to conceive and execute one of the most intensive shallow water
observational studies of boundary layer flow and sediment transport to date. During the
summer months of 1994 and 1995, instrumented bottom boundary layer tripods were
deployed on the shallow continental shelf offshore New Jersey as part of the National
Undersea Research Program's Boundary LAyer Stress and Sediment Transport
(NURP/BLASST) experiment. The primary goals of this study were to use state-of-the-art
acoustical and optical sensors to measure current and suspended sediment concentration
profiles, particle size spectra, particle settling velocity, and micro-topography of the sea-
floor to produce a comprehensive data set on flow and sediment transport for this shallow
water environment. The availability of these high-resoluti@asurements, combined with
updated theories on thghysics of flow and sediment transport, provide the means for
upgraling existing boundary layer models and to gauge model performance using data
obtained exclusively in a natural, shallow water environment consisting primarily of

medium sized sand.
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3.0 THEORETICAL MODEL DEVELOPMENT
3.1  Governing equations
The horizontal equations of motion for a viscous, incompressible, rotating fluid can

be written as

@ + U@ +V@ +W@ fv = l@ + = aTXX + a‘EyX " a‘EZX
ot X gy dz pox  p| X ay dz
(3.1)
2+u2+v2+wﬂ+fu:—i£+iatxy+atyy+atzy
ot ax oy dz pay p| dx ay dz

whereu andv are the horizontal components of velocity in thendy directions,
respectivelyw is the vertical component of velocity witlpositive upwards from the bed,

t is the timef is the Coriolis parametep,is the fluid densityp is the pressure anrdis the

viscous shear stress. The first indices on the shear stress components indicates the direction
perpendicular to the plane of the applied stress and the second indicates the direction that
the shear stress acts (Dean and Dalrymple 1991). The hydrostatic approximation can be

used to reduce the vertical equation of motion to

== = -pg (3.2)

whereg is the acceleration due to gravity.
For the flows considered here, the fluid motion is assumed to be turbulent, which
is defined in terms of the wave Reynolds numBer u,AJv, whereuis the maximum

near-bottom wave orbital velocitg, is the maximum near-bed wave excursion amplitude
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andyv is the kinematic viscosity of water. Nielsen (1992) notes that for theRiesdikely

to be greater than 10 which shows that the boundary layer can be assumed turbulent.
Under the turbulent flow assumption, (3.1) is modified by partioningitve w andp
variables into meart), and turbulenty’, quantities=U +u’,v=V +v’,w=W+w’and

p =P + p). Employing the Reynolds averaging procedure (Hinze 1975), (3.1) now

becomes

oy +UaU +Va—U +Wa—U -fV = 1P

at Ox ay dz p IX

IX ay oz
(3.3)
ﬂ+U8_V+Vﬂ+Wa_V+fU:—la_P
ot X ay dz p dy

_dvu dvv avw
IX ay oz

where the overbar indicates the Reynolds averaged quantity and the viscous shear stresses
have been neglected assuming fully rough turbulent flow.

Near the bottom, the turbulent motion can act to entrain sediment, causing the
particles to mix with the fluid. The dynamics controlling #eseliment motion are complex,
but can be greatly simplified if it is assumed that concentrations of suspended material are
low enough to neglect particle interactions. Lumley (1976) suggests that for volumetric
concentrations less than about 3 X10 , which is expected for many continental shelf flow
fields outside the surf-zone, individual particieeractions are negligible and the equations

governing particle momentum reduce to
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(up,vp) = (uVv)
(3.4)
W, = W-W

where the subscriptdenotes particle velocity ang is the particle fall or settling velocity.

This implies that the only difference between the fluid and sediment motion is the particle
fall velocity, which greatly simplifies the analysis. For concentrations low enough to
neglect particle-particle interactions, yet large enough to treat the sediment particles as a

continuum (Lumley 1976), the equation governing conservatisediment mass becomes,

dc, ~dcu, dcVv, dCw

— + + + =0 3.5
ot X ay dz (3.5)

whereg, is the volumetric concentration ém? of sediment peen? of the mixture for each

size/density class. A similar expression can be obtained for fluid mass,

d¢ dcu  dcVv  dcw
+ + + =0 (3.6)
ot X ay dz

where ¢, is the volumetric concentration of fluid. Following Glenn (1983), (3.4) is

substituted into (3.5), giving

dc.Ww,
% . acu . ac.v . ocw  ICW _ o (3.7)
ot X ay dz dz

where the subscripton w; indicates that the fall velocity will vary between each sediment

class. Using (3.6) and (3.7), and noting that
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G+ c =1 (3.8)

whereN indicates the total number of sediment size/density classes, conservation of fluid

mass becomes

N ac
@+ﬂ+%—2wf n
X 9oy dz 1 "oz

=0 (3.9)

The last term on the left-hand side of (3.9) indicates that vertical fluid velocities will be
produced by sediment falling through the water column as the fluid must move in the
opposite direction of the sediment to camve fluid mass. For small concentrations, which

is the case considered here, the vertical fluid velocity induced by the sediment falling out
of suspension will be small so that the usual continuity equation is recovered,

Ju ov ow
+ + ~

x 8_y e (3.10)

The concentrations in (3.7) are divided into me&ap,and turbulentg,’, quantities, and

then Reynolds averaged giving

aC aC aC aC aC
Tt U— +V—+ W— - W, — =
ot X ay dz

(3.11)
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Because the interest here is to study low-frequency current motion on continental
shelves in the presence of high-frequency wind-waves, the mean velocity components and
pressure in (3.3), and the sediment concentrations in (3.11), are divided into current and

wave components:

U=u, +u,

V=v, +V,

W=w, + W, (3.12)
P=p.+p,

C, = Cun ™ Cyp

where the subscripts w, m and p denote the current, wave, mean concentration and
periodic concentration, respectively. The justification and consequences of this separation
will be addressed after presenting further scaling ofjtherning equations. Assuming

that the appropriate length and time scales of the motion are the wavelengtid wave
period, T,, of the wind-waves, the governing equations (3.3) and (3.11) are scaled to
eliminate the advective terms. Thenomentum equation is chosen to illustrate the scaling
procedure with similar arguments applying to faenomentum and sediment mass
equations. Inserting (3.12) into (3.3), and assuming quasi-steady maijéit (= 0 ), the
local acceleration term for themomentum equation scales as

au,, Uy
T O| = (3.13)
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where, in the most general case, the wave and current velocities are assumed to be the same
order of magnitude, and are represented by the single velocityugcdlee advective term

similarly scales as

u 2
0

Using the definition of the wave phase spegd; L,/T,, (3.13) and (3.14) indicate that if

Up<< ¢, the advective terms in (3.3) and (3.11) can be neglected with respect to the local
acceleration of thevave. This assumption, that the fluid velocities are much less than the
wave phase speed, is the same scaling argument leading to linear wave theory and is
adopted here. Since the horizontal scale of the current motion is assumed to be much
greater tharm.,, this argument equally is valid for the mean quantities.

Further simplification of the governing equations is possible through the boundary
layer approximation. The primary assumption common to all boundary layer flows is that
the characteristic length scale of the motion parallel to the boundary is much greater than
the length scale normal to it (Hinze 1975). iknmediate consequence of this result is that
the horizontal gradients in the Reynolds stress terms in (3.3), and the corresponding
Reynolds flux terms in (3.11), can be neglected with respect to the vertical gradients.
Furthermore, the boundary layer approximation can be used in conjunction with the
continuity relation to scale the vertical fluid velocity. Using (3.10), which assumes that the
contribution from the suspended load is negligible, the continuity equation is written in

terms of the wave and current components,
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Sy _° 4 4
X ay dz
(3.15)
au, ov, Iw,
+ + =0
X ay dz
Time averaging (3.15) over a wave period gives
du v ow
—C 4+ _C 4 =0 (3.16)

Subtracting (3.16) from (3.15) shows that the wave satisfies the continuity relation
independent of the current. Using the continuity equation for the wave provides a relation

between the velocity and length scales of the flow,

W
° |—° (3.17)

wherewy, is the velocity scale of the vertical motion dpds the scale height of the wave
boundary layer. From (3.17),/L,, ~ wy/u, which implies thati,>> w, The relation
(3.17), combined with (3.14), also implies that terms \W&/0z will be much smaller
than, saygu,/dt. Thus, terms involving products of the vertical velocity can be neglected
in this boundary layer approximation.

In light of the boundary layer approximation, inigw possible to justify separating

the flow into wave and mean quantities for implementing the Reynolds averaging
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procedure. Within the wave boundary layer, the relevant length scale for the momentum
transporting eddies is the distance from the bed. Therefore, near the top of the wave
boundary layer, a logical turbulenemgth scale i§,. Becausé, is much less thab,, the
turbulence transporting eddies have characteristically higher wave numbers than the surface
wind-waves. This ensures adequate spectral separation between the wave and turbulence,
and a corresponding sufficiently wide spectral gap for implementation of the averaging
procedure. Above the wave boundary layer, the wave motion &iiomdl so that products
like u'y,are uncorrelated. As a result, the turbulence is associated only with the mean
current. In this region, the length scale of the turbulence transporting eddies typically will
be larger than in the wave boundary layer. This means that the peak in the turbulence
kinetic energy spectrum is shifted to lower wave numbers. The energy spectrum of the
mean flow, however, is expected to peak at even lower wave numbers. In either case, a
sufficiently wide spectral gap exists to justify separating the Reynolds averaged variables
into wave and current components.

Finally, the remaining Reynolds stresses are expresskd psoduct of an isotropic

eddy viscosityK, and the vertical shear of the current,

-uwW = K i)
oz

(3.18)
vw = KLY
oz

A similar expression is adopted for the Reynolds fluxes for sediment mass,

-c W = K,— (3.19)
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whereK_is the eddy diffusivity for suspended sediment under neutral conditions.
Applying the boundary layer and linear approximations, asdnamg that is small

compared to T7,, the equations governing fluid momentum and sediment mass reduce to

au EE
W fvC = —lﬁ+ﬂ + iKi(uc+uW)
ot plox ox| dz oz
av, op. ap. |
LA fuC = —lﬁ +ﬂ + iKi(Vc-’_vw) (320)
ot plody ody| Jz oz
acC acC 3

LW nm

ot W az f'az

where the Reynolds stress and flux terms have been replaced by the appropriate eddy
viscosity and eddy diffusivity formulations. Time averaging (3.20) over a wave period

gives the equations governing the mean flow and mean concentration,

oy L 1dn @[&]

?7 oz oz
vty = L% oM (3.21)
¢ pady dz\ oz
aC. 4. aC

f +=Ks =0
n gz oz oz

Subtracting (3.21) from (3.20) gives the equations for the periodic motion and

concentration,
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u, 19p, o, U
ot p X dz dz

3 3 3
Yoo (1w, O DM (3.22)

ot poy  az\ ez
acnp . wWaC”m W acnp _ i K. acnp
ot oz n gz Jz Jz

In the immediate vicinity of the bed, the effects of the earth's rotation and horizontal
pressure gradients are negligible compared to the frictional term. Under these conditions,
the last term on the right hand side of (3.21) must identically vanigh-aé . In this limit,

it is seen that the usual constant stress assumption is recovered. The equation governing the

mean current very close to the bed becomes

au,
Tox = K—
9|, .,
(3.23)
ov
Ty = K —=<
82 z-0

wheret,,, represents the component of the shear stress in the given direction and the
subscripb indicates that the stress is evaluated at the bed. For points outside the constant
stress layerz is no longer small and the remaining terms in (3.21) for the current must be
retained. It is suspected that (3.23) is valid over the lower 10 to 20% of the bottom
boundary layer, which, ithe coastal ocean, may typically represent a range from a few to

tens of meters above the bottom (Grant and Madsen 1986).
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The concentration equation in (3.21) along with (3.23) for the mean current and
(3.22) for the wave constitute the governing equations to be solved for the constant stress
region of the bottom boundary layer. Two important, yet indeperuteiting assumptions
have been applied to reduce the equations of motion to the form chosen for this
investigation - the boundatstyer and linear approximations. The analysis has shown that
linearization of the governing equations is justified ifshale of the horizontal velocity for
the combined wave and current motion is small with respect to the wave phase speed. This
approximation is consistent with linearized wave theory, which is the case considered here.
Additionally, the boundary layer approximation, which is defined in terms of the wave
parameters,, andl,, also has been used to justify neglecting the vertical velocity and the
horizontal gradients of the Reynolds stresses in the current boundary layer. Through both
approximations it is seen that the wave is the central measure from which all scaling
parameters are defined, and it is within the context of the linearized wave solution that
applications of this theory must be understood. This is an important distinction since the
scaling is not valid if the roughness elements are of the same order of magnitude as the
wave boundary layer height. Under these conditions, the wavelength is no longer the
appropriate horizontal length scale, and must be replaced with the characteristic scale of the
bottom topography. As an example, wave-formed ripples can have characteristic length
scales comparable to the boundary layer height. For such conditions, the above
approximations may not be valid. It is expected, however, that when the ripples are on the
order of the wave boundary layer height, sediment transport is weak, as relatively large
ripples form at the onset of sediment motion. Since the primary interest is to model

sediment transport during high flow events, this is not a concern for the present study. At
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the other extreme, when flow conditions are strong, sediment resuspension is high, and
ripples are washed out leaving a relatively flat bed. Under these conditions, the boundary
layer assumption presented here is valid and use of the present model is justified.
3.1.1 Eddy viscosity

The first order solution of flow in turbulent bottom boundary layers for both waves
and currents has been described remarkably well using only simple closure models based
primarily on time-invariant, linear eddy viscosities that scale with the vertical coordinate
and the bottom shear stress. The ability of teesple closure schemes to provide reliable
estimates of the mean structure of processes in boundary layers has contributed to their
continued use and expansion into more sophisticated models of turbulent flow. Proof of
the successfulness of these models is provided in the vast literature on modeling and
observational studies of combined wave and current flow in boundary layers (Smith 1977;
Smith and McLean 1977; Grant and Madsen 1979, 1986; Wiberg and Smith 1983; Grant
et al. 1984, Christoffersen addnsson 1985; Glenn and Grant 1987; Sleath 1991; Madsen
and Wikramanayake 1991; Drakeakt1992; Trowbridge and Agrawal 1995). In order to
describe more fully the use of eddy viscositiesiwdeling turbulent flow, and to introduce
important definitions, a brief review of past work relevant to this study is presented.

Grant and Madsen (1979) suggest the following simple, two-layer eddy viscosity

to close the fluid momentum equation,

K

Ku,.,Z z<90,,

(3.24)
K=xu z 20

*C w
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wherexk is von Karman's constant (0.4) abglis the wave boundary layer height. The
friction velocity, u, = /[t lfp , is defined in terms of the magnitude of the turbulent shear
stress at the bed,, and fluid density. Within the wave boundary layer, the total shear
stress will be the sum of the shear stress associated with the wave plus the low frequency
current. Because most of the momentum transfer occurs durimgagieaum stress portion
of the wave cycle, Grant and Madsen (1979) use the maximum instantaneous shear stress
associated with the wave,,, = pU.,,U.,m 0 represent the wave contribution to the eddy
viscosity. They further define the eddy viscosity in (3.24) in terms of the maximum
instantaneous shear stresg= pu.,,U.s,, Which is the sum of ,, plus the time average of
the instantaneous shear stressz pu..u... Outside the wave boundary layey,, is
negligible, and the eddy viscosity is defined using aply

One weakness in the Grant and Madsen (1979) model is the discontinuity in the
eddy viscosity at the top of the walweundary layer. In modeling real turbulent flows,
studies have shown that an eddy viscdbiit increases linearly does not accurately reflect
turbulent mixing in the outer wave boundary layer, since it is known that turbulence
production by shear is reduced (Jonsson and Carlsen 18&th) $987; Jensen et al. 1989).
Trowbridge and Madsen (1984a,b), in a modeling studyrblulent wave boundary layers,
recognized th@eed for different mixing scales within the inner and outer wave boundary
layer and chose the following simple eddy viscosity model,

K=xu,z z< 90,

(3.25)

K =xu,$, z>90,

whereu, is the shear velocity associated with the time-averaged shear stress over one wave
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period in the absence of a steady currentéarisi the height at which the eddy viscosity
reaches a maximum. Belod, the eddy viscosity is scaled ly and the vertical
coordinate, giving an eddy viscosity similar to that used by Grant and Madsen (1979).
Aboved,, a constant length scale is used to represent the reduction in turbulence transport
efficiency due to the reduced production of turbulence kinetic energy. For this study, the
following 3-layer eddy viscosity model is chosen that combines the methods of Grant and

Madsen (1979) and Trowbridge and Madsen (1984a),

K=xu,z z<2<7
K=xuU,z2 2,<7<2, (3.26)
K=xu,z z,<z

wherez, is the hydrodynamic rouglessz, is an arbitrary scale that is some fraction of the
wave boundary layer heighhdz, =z, u,, /u,, which is determined by matching the eddy
viscosities atz = z,. Like the Grant and Madsen (1979) eddy viscosity model, the
characteristic velocity scale in the lower and upper layers.grandu.., respectively. To
remove the discontinuity, an additional layer is inserted between the upper and lower layers
that scales with,,,, reflecting the contribution to the turbulence transport by the combined
wave and current motion, while ensuring that the decrease in production of turbulence
kinetic energy associated with the wave is represented through the constant length scale
The 3-layer eddy viscosity model for this application was first proposed by Glenn (1983)
and later revisited by Madsen and Wikramanayake (1991).

3.1.2 Stability parameter
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In anticipation of self-stratification due to suspended sediment, the 3-layer eddy

viscosity model is modified to incorporate the effects of vertical stratification,

K. -_K

strat - _
1+ f (3.27)

with a similar modification for suspended sediment,

K

s strat m (328)
L

K

wherey andf are constants and the ratih. is the stability parameter described below.
Based on estimates obtained from thermally stratified flows in the atmospheric boundary
layer (Businger et al. 1971), Glenn and Grant (1987) (hereafter, GG) adopt values of
vy = 0.74andp = 4.7. Even though similarity arguments suggest that the stratified flow
analogy should apply to continental shietfundary layers, caution must be used when
assuming that empirically determined coefficients derived for thermally stratified flows will
apply to flows stratified by suspended sediment. Villaret and Trowbridge (1991) addressed
this issue by comparing previously reported laboratory measurements of suspended
sediment concentration and current profiles with a theoretical model that incorporates the
effects of suspended sediment-induced stratification in much the same way as presented
here. They found that the stratified flow analogy for suspended sediment-induced
stratification was valid, and that empirically derived coefficients were consistent with what
had been reported for thermally stratified atmospheric boundary layers. Thus, the use of

a neutral eddy viscosity modulated by a buoyancy term to reptiesegffects of suspended
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sediment-induced stratification is consistent with existing theories and, therefore, adopted
for this study.

In (3.27) and (3.28), is the Monin-Obukov length defined as

U’_V\/ 32
L-Luwlp (3.29)
Kgp w
where o is the Reynolds averaged density and is the turbulent density fluctuation

(Turner 1979Stull 1988). In the constant stress layer, it is assumed that temperature and
salinity are well-mixed so that the only source of flow stratification is suspended sediment,
allowing o~ to be written explicitly in terms af”~ . Following Glenn (1983), the total

density,p+, of the fluid-sediment mixture is

N
Pr = CP ) CoPg, (3.30)
n=1

wherep,, is the sediment density for each size ctasRecalling that

N
c+y.c =1 (3.31)
n=1

the total density can be written as

pr = p[1+ 2; C\(8, 1] (3.32)

where s, = p{p is the relative sediment density. Applying the Reynolds averaging
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procedure to (3.32), and recalling tigt<< 1, gives the following mean and fluctuating

density equations,

pr = p[1 + ;(Sn—l)Cn] ~p
7 (3.33)

N
p’T pZ (sn - 1) Cn’
n=1

The stability parameter is now expressed in terniseouspended sediment concentration,

N
zZ KZ B —_—
i —[u'w'] — nZ;g(sn 1)c w (3.34)

wherep, has replacegd in (3.29). Rewriting (3.19) using the stratified eddy diffusivity to
represent the Reynolds flux in (3.34), the following expression for the stability parameter

results,

(3.35)

Z = —=K=Z XN:g(sn—l)KS Strat[% + ﬁ
L [uw] 3?2 n1 dz 0z
With the stability parameter written in terms of the mead periodic concentration

gradient, it is possible to examine how stratification influences mixing through the eddy
viscosity and eddy diffusivityBecause the stability parameter appears in the denominator
of (3.27) and (3.28), it will tend to redutg,,, andK, ..for large, negative values of the
suspended sediment concentration gradient. The sharper the gradient, the sm&llgr are
andK, .., leading to the suppression of vertical mixing of momentum and suspended

sediment. If the vertical concentration gradients are very small, the stratification correction
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is negligible and the neutral eddy viscosity and eddy diffusivity are recovered.
3.2 Solution for the wave
Outside the wave bodary layer, the stress term in (3.22) can be neglected so that

the usual linearized potential flow solution applies,

_ gH k coshkz pi(ot - kx)

u
W 2w coshkh

(3.36)

whereH is the wave heighk is the wave number in thedirection,w = 2r/T,, is the wave
radian frequencyi, is the imaginary unit) is the water depth and, for convenience xthe
axis has been aligned with the direction of wave propagation (Mei 1990). For irrotational

flows, the pressure under the wave can similarly be written as

D =-pgz - h) + pg COSPKZ piwt kg

2 coshkh (3.37)

where the pressure has arbitrarily been set equal to O at the surface (Mei 1990). The first
expression on the right-hand side of (3.37) represents the hydrostatic term and the second
represents the dynamic pressure due to the wave. For coegtm(ld = h(x)), (3.36) and

(3.37) can be combined to show that,

au,, 1P,

3.38
ot p X ( )

Equations (3.36)-(3.38) apply to the irrotational part of the wavside the wave boundary

layer. Because the wave boundary layer israssl to be very thin with respect to the total
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water depth, it is customary to apply the lower boundary condition for the irrotational part
of the wave az = 0= ,, which represents the outer edge of the wave boundary layer

(Grant and Madsen 1979, Glenn 1983). Taking the derivative of (3.37) with respect to

gives
ap . H sinhkz it - Kk
i A kL SARZ i )
dz P9 P 2 coshkh (3:39)
which, when evaluated at= 0= 0,, gives
d
a_rz) - -pg (3.40)

Although suspended sediment-induced stratiboatvill alter the vertical density structure,
the boundary layer approximation adopted here assumes that honzoi@abns in density

are negligible. Taking the horizontal derivative of (3.40) gives

i
X

Q)lQ)
go]

i
oz

2le
Il
o

(3.41)

which shows the horizontal pressure gradient is independent of depth. Since the height
= 0~ 9, corresponds to the edge of the wave boundary layer, the horizontal pressure
gradient within the wave boundary layer is independeat Bhis means that the pressure
gradient term in the wave boundary layer is the same as the pressure gradient for the
linearized potential wave solution evaluated at0. Evaluating (3.36) at= 0 andz=9,,

gives the solution for the wave at the outer edge of the wave boundary layer,
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u = u e (3.42)

where u, is the maximum near-bottom wave orbital velocity and is equal to
gHK[2wcoshkh)], sincecostkd,) = 1. Inserting (3.42) into (3.38) to define the horizontal
pressure gradient, the governing equation (3.22) within the wave boundary layer becomes

du au_ 3 du
— - —=—|K= (3.43)
dat dat dz

The general solution fou, should incorporate both a periodic component to
represent the oscillatory wave motion anedtically dependent function to satisfy the no-
slip condition at the bed. Defining, asf(2€*, wheref(2) is a general function to be

determined, and inserting this expression into (3.43) gives

lwQ = %[K%—?) (3.44)
whereQ =f(2) - u,. The task is now to find solutions fQrusing the eddy viscosities given
in (3.26).

The solution to (3.44) is facilitated by non-dimemalizing the vertical coordinate,
i.e., £ =71, wherel,, = xu.,Jo is the scale height of the wave boundary layer for
combined flows. Fdf less thag, = z/l.,, the eddy viscosity is given iy = xu, gl .

and (3.44) becomes

i - i(g@) -0 (3.45)
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with the general solution

Q = A(Ber2yE + iBei2yZ) + B(Ker2yE + iKei2E) (3.46)

whereBer, Bei, Ker andKei are Kelvin functions of order zero aAcandB are complex
constants (Abramowitz and Stegun 1964). &ar € < £, =2/, the eddy viscosity is

constant and (3.44) becomes

: FQ _
with the general solution
Q=Ce™ +De™ (3.48)
where
m= |- (3.49)
&

io - 2 [£Q|._
1Q ag[e ) 0 (3.50)

with the general solution,
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Q = F(Ber2/et + iBei2ek) + G(Ker2/eZ + iKei2/ek) (3.51)

wheree = u,/u, andF andG are complex constants. The constants are determined by
boundary conditions and matching of the solutions in the interiotheAbedu,, = 0, which
givesQ =u,, - U, = -U,. ASE -~ +=, where the limit « is taken in the usual boundary layer
sense in that it refers to a distance much greaterdtpar), should approach the solution

for irrotational flow so tha® =u,, - u, = 0. At the point€, and,, the matching condition
thatu,, and the shear stres&ju, /o, be continuous is imposed. Since for this model the
eddy viscosity is continuous throughout the boundamr|aie matching condition reduces

to the requirement that the velocyand the shealQ/d€ be continuous acrogs andg,.
Applying the matching and boundary conditions gives the following set of algebraic

equations to determine the six constants,

Q, = AB, + BK, (3.52a)

AB, + BK = CP, + DM, (3.52b)
AB" + BK® = m(CP, - DM,) (3.520)
CP, + DM, = GK, 3520

m(CP, - DM,) = GKY
2 2 ? (3.52€)

where the requirement thiat= 0 has been imposed becaBse andBeiincrease without

bound ag =71~ +~. The terms in (3.52) are defined as follows:
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Q = U,
B, = Ber2,fg, + iBei2,fg,
o = Ker2,E; + iKei2E,
, = Ber2,[E + iBei2|E

K, = Ker2,/, + iKei2J,

A
I

o
I

B = a%(BerZ\/E + iBei2yE)
(3.53)

KD = a%(KerZ\/E + iKei 2E)

K, = Ker2/eg, + iKei2/eg,

KD = a%(KerZ\/e_i + iKei 2//eE)

g:gz

The method to solve for the constants in (3.52) is to first elimi@ategive an equation
in terms ofC andD, then to eliminat€ andD to give an equation in terms AfandB.

Solving forG in (3.52d) and (3.52e) gives the following relationship betweandD,
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m
CP2 1- % = -DM, 1+ % (3.54)
K2(1) K2(1) :
or
CP, = DM,H (3.55)
where
(1)
— mK, + K
H=- 21— (3.56)
mK, - K,
Solving for C in (3.55), and inserting into (3.52b) and (3.52c), gives
DM,HP,
AB, + BK, = —= 2 + DM, (3.57)
I:)2
and
DM,H
AB® + BKY = m FZ) L - DM, (3.58)
2

respectively. Eliminatin@ from (3.57) and (3.58) gives the following expressionXor

in terms ofB,

1) 1)
5 EL) : B[K; _ ﬁ) 259)
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where

(3.60)

Finally, (3.52a) along with (3.59) can be used to solvé\fandB in terms ofQ,,

A N
B,N + K,L
(3.61)
B,N + K,L
where
1
vo KK
J |
(3.62)
1
__ B BY

OnceA andB are known, the solutions f@, D andG can be determined from

(3.52). Multiplying (3.52b) byn and adding to (3.52c) giv&sin terms ofA andB,

c_ (AB, + BK)m + (AB® + BKY)

3.63
2mP1 ( )
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Similarly, multiplying (3.52b) byn and subtracting from (3.52c) givBsin terms ofA and

B,

5 - (AB, + BK)m - (AB" + BKY)

3.64
2mM, ( )
Finally, (3.52d) and (3.52e) are added to exp@@ssterms ofC andD,
CP,(1 + m) + DM,(1 - m)
G = (3.65)

¥
K, + K;

If the flow parameters.,, U, Z, Z;, U, andw are specified, Q can be determined from
Equations (3.46), (3.48) and (3.51)-(3.65), which then can be used to determine the wave
velocity profile for the bottom boundary layer. Tloéusions for the Kelvin functions must
be determined numerically, and polynomial expansions, with associated errors for
arguments ranging from 0 ¢g are given in Abramowitz and Stegun (1964). Methods to
determine the shear velocities are discussed next.
3.3  Wauve friction factor and the determination of the bottom stress

As mentioned above, the maximum instantaneous shear stress is the vector sum of
the time-average of the instantaneous shear stress plus the maximum instantaneous shear

stress associated with the wave,

Tow = To * Tum (3.66)

Writing (3.66) in terms of the shear velocities and noting that the stresses are vector
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guantities gives

U, U,oy = US(COSD,, i + sind,, [) + uimi (3.67)

*CW —xCW

whered,,, (0° < ¢, < 9C¢°) is the angle between the mean current and the wave,| and
are unit vectors in the andy directions, respectively, and the bold face is a vector
guantity. Taking the magnitude of (3.67) gives the followitgti@ship between the three

shear velocities,

uZ, = Cuulim (3.68)
where
u 2 u 4 1/2
Cp= |1+ 2[ *C] cosh,, + [ *C] (3.69)
u*wm u*Wm

As the current decreases, the time average shess, sfyeélecreases. Inthe limm, - 0

Ck~ 1, which means that,, - u,,,, as would be expected for wave motion in the absence

of a mean current. As increasesC, becomes larger so that,, becomes greater than

U, reflecting the contribution from the mean current to the total maximum shear stress.
The calculation of the bed shear stress is aided by the introduction of a wave friction

factor,f, (Jonsson 1966), that relates, to u,,

1 2
Twm = Epr uy (3.70)

Although (3.70) is applicable only for pure wave motion, Grant and Madsen (1986), in a
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novel approach, suggest thanadified wave-current friction factor may be constructed if
the magnitude of, is small relative ta,,,, Under these conditions, they suggesican

be expressed as

1
Tam = EwaRp ub2 (371)

Thus, the shear stress experienced by a wave in the presence of a mean current is modified
from the pure wave case by the fadiar Whenu., - 0,C,~ 1, and (3.70) is recovered,

giving the correct expression for the shear stress for pure wave moti@2y, ifcseases,

which for this study is expected only to be slightly larger than unjtyalso becomes

larger, representing the contribution from the time averaged current.

The maximum instantaneous shear stress for the wave also can be expressed as

au

'

oz

T, = lim [p K ) (3.72)

zg
where | | indicates the modulus. Near the bed, the equationsvatbeand eddy viscosity

are

u, = [ub + A(Ber2\/§ + iBeiZ\/g)
(3.73)

+ B(Ker2yZ + iKei2g)] e

andK = xu.,, z respectively. Substituting the nondimensional vertical coordinate into

(3.72), along with (3.73) for the wave, gives
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= PR UG (AR + B (374
where
B(l) e, (B . .
@ = 2 (Ber2/E + iBei2yE)
ai g:go
(3.75)
KD = 2 (Ker2yE + iKei2yE)
ai g:go
For convenience, (3.74) is written as
Twm = P u*cwub I‘w (376)
where the non-dimensional functiby) is defined as
BeUN + KL
L, = -x§, (3.77)
B,N + K, L

and (3.61) has been used to substituteAfandB. An expression for the wave friction

factor can be obtained by substituting (3.68) into (3.76),

— = W = (/CrU) Uy T, (3.78)
p

so that
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Uam = /CrUp T, (3.79)

which, using (3.71), gives
f
’EW\/C:Ub = /Cu, I, (3.80)

or

N[
Il
ﬂ

(3.81)

BN

Inspection of the terms that defilig shows thaf, is only a function of,, £, andg,.

z = — (3.82)

Using the Nikuradse equivalent sand grain roughizgsan be written as
wherek, is the physical bottom roughness length and serves as a convenient scale to
represent the combined effect of various roughness types encountered on the continental
shelf. These typically include sand grains, wave-generated ripples and bedforms associated
with biological activity (Grant and Madsen 1986). Using (3.82), along with the definition

of I, (3.68), (3.79) and (3.81), the equationgpbecomes
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(3.83)

30k C, F 72U,

kb
30k Co T2 A,

whereA, = u,/w is the maximum bottom excursion amplitude of the wave motion.

Up to this point,z, has remained arbitrary, however, GG suggested that
z, ~ 0.15l,, based on theoretical arguments for waves. Madsen and Wikramanayake
(1991), in a sidy that compared the same 3-layer model to flume measurements of
combined wave and current flows, found that0.51 , for a steady current in the presence
of waves. For waves in the presence of a current, they fourtd15l_, gave the best fit
to available wave profile data. They further condustsaksitivity tests on the wave friction
factor allowingz, to vary from 0.25 to 2.Q,, More recently, Lynch et al. (1997) et
2.01,, based on sediment concentration profiles they measured in the field. Bgcause
remains undetermined, the more general expresson, |, is temporarily chosen for this
study. The nondimensional paraméigis now equal t@:, which give£,=£,€ =« €, SO
that the friction factor in (3.81) becomes a functiolk0f,, ¢, € andCp,

Due to the complicated form bf, an explicit expression fdy, cannot be derived

from (3.81). Thereford,, is determined numerically as a function”gfk,, o, e andC,
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Similar procedurebBave been used by other investigators to construct wave friction factor
diagrams which are useful in applications and provide a common framework from which
various theoretical and experimental methods to deteripicen be judged. For example,
Grant and Madsen (1986) use (3.24) as their gdatpsity model to derive a wave friction
factor equation. For this choice of eddy viscosity, the solution for the wave-induced

velocity becomes

K

1 Ker2yg « iKeiZﬁ] (3.84)

0

so that the shear velocity associated wjthis

M
2 KO

Uiwm = —K U, U & |[—
0

(3.85)

Following the same procedures as equations (3.76)-(3,8%)found to be a function of

g, only, i.e.,

fo=2A2 (3.86)

where

(3.87)

Figure 3.1 showf, as a function o€zA /k, for € = 2.1 andx = 0.5, along with the

Grant and Madsen (1986) wave friction fadtmrcomparison. The value= 0.5 has been
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suggested by Madsen and Wikramaaiae (1991) for modeling currents in the presence of
waves, and = u.,,/u. represents a medium range where the relative magnitude of the wave
and current velocities outside tvave boundary layer are about the same. The sensitivity

of the wave friction factor to these parameters will be explored in Section 3.7. For large
values ofC;A/k,, which can be interpreted as energetic waves in the presence of small
roughness elements, the wave senses a relatively smooth bed so that the friction factor is
small. As this ratio becomes smaller, the influence of the roughness elements becomes
greater, leading to an increase in frictional drag associated with the wave, which explains
why f, increases with decreasi@A/k, Comparison of the Grant and Madsen (1986)
wave friction factor to the one presented here shows that the two methods give nearly
identical results for large values G§A/k,, but then diverge aSA /k ,approaches unity.

Grant and Madsen (1982), in a detailed study of bottom roughness associated with wave-
induced, fully roughurbulent flow, hypothesize that fég/k, < 1, the proper length scale

for the turbulent eddies becomasand notk,. In this limit, f, is constant and can be
determined by settinG:A/k,= 1. Of the two plots shown in Figure 3.1, the 3-layer eddy
viscosity model shows this linmig behavior, suggesting that this model better agrees with

the theory.
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Figure 3.1 Comparison of the wave friction facfgycalculated using the 3-layer model

developed for this study and the Grant and Madsen (1986) model.
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For the 3-layer modet,, is also a function ok = z/I ,, ande = u./u., and a test
to determine the sensitivity of the solution to changes in these two parameters is
informative. Figure 3.2(a) showsfor different values of with e = 0.5, and Figure 3.2(b)
shows the same but wigh= 2.1 andx variable. The solutions are only weakly influenced
by changes ir except wherC,A/k, is less than about 1.0, in which smakeiends to
produce highef,. This suggests that the influence of the current is minimal except for
large roughness configuratiorS;A/k, < 1), where increasing the contribution from the
current increases the friction factor. KeyA/k,> 10, the effect of changing appears
minimal for thea = 0.5 and 1.0 cases (Figure 3.2b). When this ratio approaches its
minimum value showrf,, begins to level off in agreement Grant and Madsen (1982) who
suggested thdf, approaches a constant value for large roughness configurations. For
CrA/k, < 1.0, howeverf identified bya = 0.15 begins to increase. A similar pattern
occurs foree = 0.5 whernC;A/k, < 0.2. Measurements in rough turbulent oscillatory flow
for AJk, < 1 (Simons et al. 1988; Rankin 1997) have indicated fhatoes not
asymptotically steer toward a constant, but can increase in a manner consistent with the
plots identified asx = 0.15 and 0.5 in Figure 3.2(b). It should be noted that for large
roughness configurations, whignis on the order of the wave boundary layer height, the
boundary layer theory presented in Section 3.1 is not formally valid.

From this analysis, the quantitative features of the wave friction factor under small
roughness configurations is not influenced by changesherc ore. This was confirmed
in similar sensitivity tests conducted by Madsen and Wikramanayake(1991). When the

ratio C;A/k, is small, the wave friction factor becomes more sensitive to
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Figure 3.2 Sensitivity test showing the wave friction factor calculated using the 3-layer

model as a function of the parameterg) ande (b). In @) o = 0.5 and inlf) € = 2.1.
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changes inx. It is reemphasized that under these conditions, the applicable range of the
theory is near its asymptotic liméand as such, the model may not accurately represent the
functional relationship betwedpandCA/k,

Grant and Madsen (1986) derived their wave friction factor solution under the
assumption thaty is close to unity, but neglected to perform sensitivity tests to identify
conditions for whiclCy is greater than 1. Therefore, a closed expressionfsr derived,
and sensitivity of the solution to changesiand¢,, is examined. Recalling that=

U, /U.c, (3.68) is substituted into (3.69) giving

(1 - e)CZ + 2cosh,, €Cy + €* = 0 (3.88)

Equation (3.88) is quadratic @ with the solution

R

- 2cosp,, € * \/4co§cl)cwe4 - 4(1 - €Y et

(3.89)
2(1- €%

A 3-dimensional mesh plot showing the dependendgzain € and¢, is depicted in
Figure 3.3. For values efgreater than about & is approximately equal to 1 regardless

of ¢, Whene is large,r,,, constitutes a major fraction of the total shear stress s€that

+Tm
is a minimum. As approaches IZ; - «, which means that the contribution fratp, is
negligible and the solution approaches that of a pure current where the need to obtain a
wave friction factor, which is coupled to the current throGghis no longer necessary. |t

is also interesting to examine h&y varies withd,, for small values oé. Withe = 1.5,

which corresponds to the lower limit in the figugg,
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Figure 3.3 Three-dimensional grided mesh plot shoWinas a function of andd,, €
ranges from a minimum of 1.5 to a maximum of 10. The grid is spaced in %2 increments

for e and every 5 degrees foy,,
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varies between 1.1 fap,, = 9C°, and 1.8 foih, = 0°. Thus, when the wave and mean
current stresses are of the same order of magnitude, accurate estingaiebesfome
important. For larger values ef the directional dependence is negligible, and accurate
estimates ob,, are not crucial since,,,constitutes a major fraction of the combined wave
and current shear stress.

The solution for the wave was derived using the neutral eddy viscosity, and it is
important to examine the validity of this decision since the purpose here is to model
stratified flows. If the maximum near-bed shear stress associated with the wave can be
adequately described using the neutral theory, then the stratification correction for the wave
can be neglected. The procedure is to calculate, for a given velocity profile, the change in
shear stress that would be caused by the inclusion of the stratification correction, and to
determine if this change is significant. For this application, the shear stresses associated

with the wave for neutral and stratified flows are

au
T = pK—Y 3.90
w=PK— (3.90)
and
au
tws =P Kstrata_zw (391)

respectively, where the subscnps denotes the modified wave shear stress due to the
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inclusion of the stability parameter. Dividing both sides of (3.90) and (3.94)adnyg

subtracting gives

1+ Bf (3.92)
wheredt,, indicates the stress difference between the neutral and stratified cases. Near the
bed,z is small so that the term in square brackets in (3.92) is near zero. At the top of the
wave boundary layer, théear stress for the wave goes to zero, so that the right hand side
of (3.92) is small. In both cases;, is small so that the wave shear stress is described
adequately by (3.90). Fay<<z<<3d,, it is unclear whether the stability parameter is large
or small.

Possible stratification effects in the central wave boundary layer are estimated by
examination of the eddyiscosity in (3.26), which shows that changes,invhich defines
z,, ande, which is used to define, represent arbitrary changes to the neutral eddy
viscosity. These arbitrary changes were shown not to affect the wave friction factor
solution depicted in Figure 3.2 except for large roughness configurations. Thus, the wave
stress at the beg, = p 1/2f, C,u> ,wheBgis also a function of, is not affected by
arbitrary changes in the neutral eddy viscosity except whamC Ak, are small. The
inclusion of a stability parameter also introduces arbitrary changes to the neutral eddy
viscosity which also will not affect,f unlessandC;A/k,are small. For smal A/k,
the roughness W be large indicating large ripples and low flow velocities. For large
ripples and low flow, sediment transport is weak and very little will be in suspension.

Under these conditions, stratification will be negligible afidwill be small. Because it
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is the bottom stress that is important to wave/current interaction, and is all that directly
affects the current, the inclusion ofL in the wave will not change the results for the
current. Therefore/L in the wave stress calculation is neglected. Possible exceptions will
include large roughnes®nfigurations when the model is not formally valid, or when

0.15. As mentioned above, for currents in thegmes of wavesy = 0.5 for data collected

in the laboratory and = 2.0 for data collected in the field. Thus, as long a<.5, the
stability parameter can be neglected in the wave stress problem.

Because the height of the currd@undary layer is much greater than the wave
boundary layer, the vertical shear in the current does not vanish until much higher in the
water column. This fact suggests that the stratific correction is important for the mean
current, except possibly very near the bed whésesmall.

3.4  Solution for the mean current and suspended sediment concentration

To simplify the derivation, only the solution for the magnitude of the mean current,
U,, is presented here. Once the magnitude is known, the current direction relative to the
wave is given byb,,. The magnitude of the bottom stress felt by the current is the

magnitude of the time-average bottom stress,

au,
Y (3.93)

_ _ 2 _
Te = I‘be * Tbyl = PUc = sztrat 3z

where the first equality comes from (3.23). Using (3.26) to represent the neutral portion

of the eddy viscosity in each of the three layers, (3.93) is written as
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,  kug,z dU

*CW 0

1+p=

2 _ KUgZ au,

u _— <Z<
*C 1:p2 oz 4 (3.94)
L
ku _z JU
U*ZC_—*C_O z,<z
1+pL 0z
L

Solving for the velocity gradient in (3.94), and then integrating, gives

u*zc - VA f dz
oin - gy ol 2] -of
o[-z pt
Yol = KUl 4 ' %fodz " Uol@) a=e2% (3.95)
U z| . . dz . .
U2 = " ln[Z) ﬁfT Uy(2) 52

where the boundary conditidy(z,) = O has been imposed along with the requirement that
U,(2) is continuous at, andz,.
The current profile in (3.95) is controlled by the two factors appearing in square

brackets. The first term represents the neutral solution, whezeldpendence is described
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by a logarithmic function in the upper alwver layers and a linear function in the middle.
The neutral solution is identical to that obtained by Madsen and Wikramanayake (1991).
The second term represents the correction for suspended sediment-induced stratification,
where the vertical variation is regulated by the integral loirithe upper and lower layers
and by the integral of/L in the middle. Examining the neutral solution in the lower two
layers reveals the effect of the wave stress on the mean current. Begaagpears in the
denominator, the added affect of the wave is to reduce the slope of the current profile. This
is consistent with enhanced vertical mixing associated with the wave shear stress, where,
near the bed, low momentum fluid is diffused higher into the water column in the combined
flow. A similar modulation iseen in the middle layer, with the exception that the current
is now a linear function af. Abovez,, the shear stress for the wave is negligible and the
current is described by the classic "law of the wall".

For the mean suspended sediment concentration, the third equation in (3.21) is

vertically integrated to give

aC
w, C. .+ K, ,—— = constant (3.96)
z

nonm S strat

where the constant is set equal to zero, since at the top of the boundary layer there is no
upward turbulent flux out of the boundary layer, and there sedoment falling downward
from above. Substituting (3.28) as the eddy diffusivity, and using (3.26) for each of the

three layers, the solution to the concentration equation is given as
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v
n —BW z
— Z | kug, f d_z
C..(2 = Cnm(zo)[z] exp KU*cwf 3 Z,<2<
-y an(Z - ) 5
C (2 =C (z)e “"% exp l Zdz <z< (3.97)
nm nmzl Ku*cwzl ) L %_ _22 )
v
n _BW Z
_ Z| xu, fo d_Z
C.\(2 = Cnm(zz)[z) exp "y i 3 z,<z

where the concentration at the lower boupd&,, (z), equals an assumed reference value,
and the requirement that the solution is continuozsatdz, has been imposed.

The concentration equation is also modulated by two factors representing neutral
and stratified solutions. The second term on the right-hand side of (3.97) represents the
neutral model, where a classic Rouse-like profile in the upper and lower layers is separated
by an exponential decay in the middle. Thisimsilar to the concentration profile obtained
by Wikramanayake and Madsen (1992). The second exponential term represents the
stratification correction, where the vertical variation is controlled by the integral af 1/
the upper and lower layers and by the integralloin the middle. Again the effects of,,
can be seen. For combined wave and current flayswill be larger than for pure steady
currents, so the exponent in the lower layer wilsbeller, reducing the vertical decay rate
of the sediment concentration. A similar effect occurs in the middle layer. Like the mean
current solution, the enhanced shear stress associated with the wave is seen to increase

vertical mixing within the wave boundary layer, leading to greater concentrations of
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suspended material near the bed for the combined flow than for pure steady currents.
Abovez, the shear stress for the wave is negligible and the turbulent sediment flux will be
forced only by the enhanced shear stress for the current.
3.5 Determination of the stability parameter

Further simplification of the stability parameter can be achieved by neglecting the
periodic concentration. Within the wave boundary layer theglierconcentration gradient
can be the same order of magnitude as the mean concentration gradient. However, the
stability parameter will be small simply due to the smallnessaofd will not effect the
current solution. In the outer wave boundary layer and above, the periodic concentration
gradient is an order of magnitude less than the mean concentration gradient (Glenn 1983).
Even though the stability parameter is laeg@ugh to effect the solution in this region, the
effect of the periodic concentration gradient is negligible. Therefore, the periodic
concentration gradient is neglected in the stability parameter. With this further

simplification, the stability parameter reduces to

N oC
V4 _ KZ B nm
. s

Substituting (3.96) into (3.98), the alternative expression

N
Z KZ
T = W ;g(sn - 1)an Com (3.99)
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is obtained. As noted by GG, only certain combinations of the prts;vﬂnmm;n will produce
a large value at/L. If the sediment fall velocity is large, then the suspended material will
tend to quickly fall out of suspension leading to low concentrations of suspended load in
the water column so that stratification will be negligible.w}nf is small, then the sediment
will be evenly distributed tlmughout the water column, and stratification will again be
negligible. Thus, only an intermediate range of sediment fall velocities and concentrations
will produce a stability parameter large enough to alter the momentum and mass balance
of the fluid-sediment mixture from the neutral case.

The remaining step is to obtain appropriate representations for the kinematic flux
u'w. By definition, the kinematic flux is the product of the eddy viscosity and the vertical
shear of the velocity,

w
 +

uw = K| —= + ¥ (3.100)
oz oz

au au ]

where the neutral eddy viscosity is chosen to preserve the traditional relation between the
Richardson flux number and the stability parameter in the constant stress layer (Turner
1979). Forz<z, the shear stress for the current is constant so that the first term in square
brackets in (3.100) dzices tau..”/u.,, 2, or when multiplied by the neutral eddy viscosity
givesu..”. In this region, the small argument approximation to the Kelvin functions given

by Abramowitz and Stegun (1964) can be used to define the wave solution (Glenn 1983),

'

u,=u, +A - % INE + 1.154 + %) (3.101)
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Taking the derivative of (3.101) gives the wave shear,

Tw__B (3.102)

which, when multiplied by the eddy viscosity (Kx,,Zl.,) shows that the wave shear stress
is constant, and must equal the maximum near-bottom shear stress for the wave,

PU..2 Thus, forz < z, the kinematic flux is simply the sum of, + u?, = u’, . For

*WM cw

> z,, the shear stress associated with the wave is negligible, and the stress for the current is

still assumed constant. In this regiadw’  u=>

C

For the middle regiorz,is no longer

small and it is no longer valid to use the small argument approximation to the Kelvin
functions to obtain the solution for the wave. A formal approach would be to explicitly
solve for the wave stress and substitute the values for the kinematic flux. This approach,
however, is not in the spirit of the original goal of developing a simple analytical model that
can be efficiently applied at every grid point in a 3-dimensional shelf circulation model.
An approach that is consistent with the goals presented here and that preserves the wave
contribution to the kinematic flux, at least to first order, is to approximate the flux in the
regionz, < z < z, using a function that maintains the general functional form of the wave
stress, but with a much simpler expression that can be prescribed independent of the details
of the wave solution. Inspection of (3.48), which represents the wave solution in the range
z, < z < z, shows that the vertical decay for both the wave and the wave shear is

exponential. Thus, the kinematic flux in the ragge z < z, is approximated as
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uw =c e® + c,e’ (3.103)

with the boundary conditonsu'w” &, até =&, = z/l,,, and Uw =u.’ at

£ =¢&, = zll,,. Using the boundary conditions and solving for the constants in (3.103)

gives

2 _: 2 .
- u’.sinh ¢ - + U-.. sinh -
uw = u’ = —< € _il) ow € -9 (3.104)
sinh €, - €,

At £ =£, (3.104) equals..’ and then continuously decaysuc’ at £ =£,. The full
1 (o 2

cw !

solution to the wave shear will depend on the parametarsde, both, as mentioned

2
*cw !

previously, influence, andz, Figure 3.4 shows..”> + U, = U.,,% With u.,,,” calculated
analytically as described in Section 3.2, and the approximation (3.104) for the same values
of « used in the wave friction factor sensitivity discussionard, 5 and 10. Recalling

thate = u/u.., the approximation (3.104), which is primarily used to represent the wave
stress, is only important when the wave stress makes a significant contribution to the total
stress. Foe < 2, it is expected that the contribution from the wave is less important. For

€ = 2 the departure of the approximation from the exact solution is strongest in the upper

boundary layer when = 0.15. The departure from the
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Figure 3.4 Comparison between the kinematic fliw’ defined in (3.104) (solid) and the
analytical solution (dashed). The rows correspond to advaacwigich ranges from 2 at
the top to 10 at the bottom. The columns correspond to advamaivigch ranges from

a value of 0.15 on the left to 1.0 on the right.
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exact solution is similarly large near the bed whenl.0. As previously mentioned, for

this case the contribution from the wave is relatively weak and the kinematic flux is
primarily associated with the constant stress for the currente £&;, the match between

the analytical solution and the approximation is improved forallFore = 10, the
comparison is further improved for= 0.15 and 0.5. In all 9 cases illustrated, the wave
shear stress approaches a constant near the bed, supporting the use of (3.102) to represent
the wave shear in the arguments that lead to the kinematic flaxfpr In addition, the
response of the approximate solution to changespossesses a distinct pattern at the
extremesg, andz, Fora = 0.15, the approximate solution is more smooth=at, and

more kinked az =z, Fora = 1.0 the pattern is reversed. The smoothness is also improved
with increases ire. Overall, the approximate solution ensures that the flux obtains
appropriate values at andz,, and is a reasonable substitute for the more computationally
demanding analytical solution. The fit is not as good for smalléaut in this case,
however, a major fraction of the kinematic flux is associated with the current and the details
of the wave are less important.

The stability parameter in each of the three layers can now be written

N
A A
=239, - Uw C,, %5222,
. “
N
Z A
t - K—SX;Q(SH - l)an Cnm lezszz (3.105)
uj n-

N
e
>
I
N
>
3
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To calculate the stability parameter, it is necessary to know in advance the
concentration profile, and since the concentration profile depends explicitly on integrals
related toz/L, the equation for the stability parameter has no simple algebraic solution.
Under these conditions, a numerical solution is sought to approximate the vertical variation
of the stability parameter. Numerical modeling of boundary layer processes usually
requires a very fine grid to resolve the gradients of the pertinent variables in the immediate
vicinity of the boundarywhile a courser grid is adequate in the outer part of the boundary
layer. Thus, a tradeoff exists between resolution and computational efficiency. To help
maintain the necessary degree of resolution in both regions, a logarithmic transformation

is employed so that a new non-dimensional coordinate may be formed,

z
0 = 'nz (3.106)
with a corresponding differential,
do - &2
z
dz (3.107)
- o

In the transformed coordinate system, the vertical spacing of the grid can remain uniform
and still maintain adequatesolution throughout the boundary layer. Using (3.97) for the
suspended sediment concentration, the stability parameter in the transformed coordinate

system is
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e kz e N
2 - 2223 g0 - Dw, Cuf0)
U cw n-1
-yw; 6
n _B e e
e “Yo exp A € do 0<6<0,
KU, ., L
0
e¥ kzef N
ZO = ZO Zg(sn B l)an Cnm(el)'
L u*k n=1
o (3.108)
n[e® -0 4] Bw, zy O 20
g o exp n f | 6,<06<8,
0, L
KU*CWe 0,
e kz e N
ZOL = 203 Zg(sn - l)an Cnm(ez)'
u*c n=1
-y W © - 62)
n Bw z, 9 0
Ku e
e ¢ ex 0 —do 0.<0
P KU, ef L 2

where 0, =In(z/z) and0, =In(z/z). Inspection of (3.108) reveals the equation governing
the stability parameter is transcendental, justifying the need for a numerical solution.

For this study, the stability parameter is approximated using Chebyshev
polynomials. These functions are chosen because they possess desirable error and
convergent properties, are easily discretized for numedcaputation, are orthogonal, and
admit continuous solutions (Atkinson 1989). For convergence and error, the Chebyshev
polynomial approximation is closely related to the minimax approximation (Atkinson 1989)

which, for a general polynomial of degree has the lowest maximum error for all
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approximating polynomials of degree less than or equal t&lso, due to the equal
oscillation theorem (see Atkinson 1989 p.224) the errevesly distributed over the entire
interval so that the approximation is more or less uniformly accurate throughout the
domain. The Chebyshev polynomials also are easy to compute, in that each higher order

polynomial can be written recursively as a function of lower order terms, i.e.,

Toa() = 2xT () - T ,(¥) (3.109)

where

To¥) =1 T,(%) = X (3.110)

and T, represents a Chebyshev polynomial of degiee The orthogonality of the
Chebyshev polynomials can be exploited to derive a method to approximate functions that
are well represented by polynomials. For a general fung(@@ydefined on the interval [-

1,1], the Chebyshev polynomial approximation can be written discretely as

M c
g = Y 6T, - = (3.111)
k-2 2
where
2 .
c = Mkz 9 (%) T, 4(%) j=12,..M (3.112)
-1



68

andM is the total number of nodes in the intervak-t < 1. A simple linear coordinate
transformation allows functions defined on arbitrary intervals ¥ < b) to be expressed

on the interval -k x < 1,

y -050 + a)
05b - a

X (3.113)

where the coordinateranges between -1 and 1yasanges betweemandb (Press et al.

1986). Once the'sare known, the integral is easily determined as

M
| = f g(x) dx = kZ;Ckafl(X) (3.114)
where
Gy = —C;(lk - C;)l (k>1) (3.115)

andC, is an arbitrary constant of integration in (3.114).

Because the Chebyshev polynomial approximation does not require discretization
of the functiong(x), a numerical grid in the formal sense is not required. This suggests that
the added expense of employing a logarithmic coordinate transformation is unnecessary.
A test between both methods, however, showed that to obtain the same level of accuracy

using either coordinate system, the total number of ndldiesthe® coordinate system was
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much less than in thecoordinate system. Since the procedure to determirgshequires
M? operations, employing the coordinate transformation is computationally more efficient.

Application of the Chebyshev approximation procedure discussed here requires
values of the stability parameterdascrete locations throughout the range of the boundary
layer. Because’/L is initially unknown, an iterative procedure is employed to obtain the
values at the discrete points. The iterative scheme is initiated by setting the stability
parameter equal to zerdl( = z,€/L = 0), giving the concentration profile for a neutral
boundary layer. The resulting concentratioofite is substituted into (3.108) to determine
an initial guess foe”/L. These expressions are then integrated within their respective layers
using (3.114) and (3.115) to give an estimate of the integral terms in (3.97). With a non-
zero value for the integral terms, the suspended sediment concentration profile can be
obtained from (3.97), which when inserted back into (3.108) gives an updated value for the
stability parameter. The procedure is repeateul time stability parameter profile
converges. Convergence is assumed whealibelute value of the difference between the
present and previous iterate divided by the present iterate is less than 0.1% at all nodes.
3.5.1 Stability parameter convergence tests

Although the Chebyshev approximation is often a very accurate and robust
numerical procedure for approximating functions, it can be computationally expensive. As
previously mentioned, the procedure requivBperations, which rapidly increases CPU
run-time as the number of nodes are increased. Other methods, such as the trapezoidal
method require onlyvl operations, but are usually less accurate for a given number of
nodes. Therefore, a comparison between these two methods provides a way to gauge the

computationally expensive Chebyshev approximation in terms of the less accurate though
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efficient trapezoidal method. To encompass some of the possible ranges of the stability
parameter, three wave and current configurations are chosen: high wave with low current,
medium wave with medium current, and low wave with high current. Relevant input wave

and current parameters are shown in Table 3.1. The relative

Table 3.1 List of input values for stability parameter convergence tests. Categories
correspond to simulated low, medium and high wave conditions.

z, (cm) z, (cm) u.. (cm/9 u., (cm/9 Usgy /U
Low wave 0.5 2.0 5.00 5.2 1.0
Med. wave 1.0 4.0 2.36 5.0 2.1
High wave 1.5 6.0 1.00 8.0 8.0

strength of the current and wave is measured in terms of theigtia, shown in the last
column of the table. When this ratio is large, the total shear stress is primarily associated
with the wave. When this ration is small, the total shear stress is primarily associated with
the current. In addition, sediment input parameters are defined by a single grain size class
of 0.01cmwith a reference concentration@f(z) = 1.0 X 10> and density 2.@fn/cnt.

Figure 3.5 shows the three stability parameter profiles representing the three wave cases

using the values listed in Table 3.1 as input. Also
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Figure 3.5 Vertical profiles of the stability parameter for the three wave and current
scenarios representing low (solid), medium (dash) and high (dash/dot) wave cases. Also

shown is the heigltd, for reference.
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shown, for reference, is the height For the low wave casg/L is small near the bed, but
then monotonically increases throughoutadiger boundary layer. The stability parameter
for the medium wave case also is small bemWwut then rapidly increases to about 0.18 at
8 cm where it remains constant with height. For the high wave case, the stability parameter
is, again, small belowe, but then rapidly increases to about 0.9 atcf) and then
monotonically decreases toward the topallrthree cases, the assumption thatis small
in the lower and middle wave boundary layex ¢) is clearly seen. This is consistent with
the present theory where the periodic concentration and stratification correction in the
stability parameter and wave stress, respectively, have been neglected. In additon, for
>>z,, which more or less corresponds to outidewave boundary layer, all three profiles
exhibit the same asymptotic behavior predicted by GG for similar low, medium and high
wave scenarios.

Reference stability parameter profiles calculated using the Chebyshev polynomial
approximation withM = 2000 form a basis from which the error for both methods are
gauged. Defining the difference between profiles constructed Wittodes and the

reference profile as

=1..N (3.116)

at selected node pointsgives a measure of the relative error as a function of the number
of nodes. The overbar dwidenotes that the total number of evaluation points does not
necessarily coincide with the total number of nodes. For a given node density, the

maximum error over a profile is defined as
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oy = Max (en) (3.117)

The number of nodes are systematically increased to provide a tangible measure of the
relative error between the two integration methods. An acceptable error is assumed when
gy < 1.0 X 10° (0.1%). Figure 3.6(a) depicts the error for the high wave case calculated
using the Chebyshev approximation with various node densities. To provide adequate
coverage over the domaiN, = 3000  for all Chebyshev error testsN EQ00, it is seen

that the maximum error is approximately 1.8 X310 . As expected, the error decreases with
increasing node density. Figure 3.6(b) shows the trapezoidal integration method for the
same wave and current case. Because the trapezoidal method is a discrete approximation,
the function is defined only at the node points, which gNes N . The most striking
feature is the greater number of nodegined to obtain equivalent error as the Chebyshev
approximation, where a maximum error~df.0 X 10° requires 40,000 nodes. Figure 3.7
depicts the stability parameter errors for the medium wave case. The Chebyshev
approximation again shows rapid decreaseias the number of nodes are doubled.
Interestingly, to obtain equivalent error as the high wave case requires many fewer nodes.
Also, the oscillation of the error associated with the Chebyshev approximation previously
mentioned is clearly illustrated. The trapezoidal method also requires fewer nodes, where
settingN = 500 produces a maximum error of about 0.95% 10 . Finally, Figure 3.8 spiows

for the low wave with high current case. For both methods the number of nodes required

to obtain comparable accuracy is very small compared to the previous two cases.
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Figure 3.6 Vertical profiles of the stability parameteor €, for the high wave casea)(
error for the Chebyshev method aiwl €rror for the trapezoidal method. Vertical lines
indicate maximum error for nodas,indicated. Note the large number of nodes required

in the trapezoidal method to obtaiamparable accuracy as the Chebyshev approximation.
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Figure 3.7 Same as Figure 3.6 showing the error for the medium wave case. Note the
oscillation of the error for the Chebyshev approximation which is more or less evenly

distributed over the range<z<z,
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Figure 3.8 Same as Figure 3.6 showing the error for the low wave case. Upper panel
shows Chebyshev approximation and lower panel shows the trapezoidal method. Compared
to the high wave case the total number of nodegquired to obtain equivalent error for

either method is much less.
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For the high wave case, the trapezoidal method required 40,000 nodes to obtain the
same level of accuracy as 280 nodes fothebyshev approximation. For many flows of
interest on storm dominated continental shelves, it is expected that the high wave case will
be the situation most realized. In addition, one of the applications is to couple the bottom
bourdary layer model (BBLM) to shelf circulation models. Under these circumstances
efficiency is a major concern. Figure 3.9 shows normalized computer run time as a
function of maximum error for the high wave case. At the 0.1% error leyel 1.0 X 10
%), the Chebyshev approximation converges nearly 5 times as thsttagpezoidal method.

This time dfference rapidly increases as error thresholds become more stringent. For the
other two cases the computer run time was over an order of magnitude faster than for the
high wave case for equivalent error thresholds. As a result, the run time for these cases are
negligible in comparison to the high wave case, so that efficiency is best gauged by the high
wave model simulations. The results presented here confirm that the Chebyshev
approximation is the better overall choice for these applications.

3.6  Solution procedure for the mean current and concentration

The solution for the current, and the mean suspended sediment concentration for a
stably stratified bottom boundary layer can now be completely specified given the
following set of input variable€, (), u., k,, A, U,and¢ ., Because application of this
model for the continental shelf requires measurements of the near-bottom flow field to
obtain the wave parameters, it is often more convenient to prescribe the meangurrent ,
at a known heightlaove the bedz, which, for computational purposes, is equivalent to

specifyingu... With this substitution, the input variables now become
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Figure 3.9 Normalized CPU runtime as a function of stability parameter maximum error,
e, for the Chebyshev approximation (solid) and the trapezoidal method (dash). Vertical
line indicates 0.1% error. Error is reduced by increasing the number of nodes, which
increases computing time. Compared to the Chebyshev approximation, error associated

with the trapezoidal method decreases at a much slower rate.
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Con(2), U, z, k,, A, u,and¢ ., all of which are measurable by a single, high-frequency
current meter/pressure sensor combination except for the boundarykyand€, (7).

Given these boundary values from other sources, the solution for the coupled boundary
layer equations is now presented.

The first step is to assign initiduess" estimates fax, andu,.,,, and setC, = 1 .

cw?
For conditions typically encountered in this study, a good initial guess is to set the ratio
U, /U, = 5 andu.,, = 1. With these variables defined, the stability parameter profile is
calculated using the procedures described above. Once the stability parameter is known,
&, is defined using the initial.,, through (3.82), ang, and¢, are determined from and

€, whereq is presumed known, ard= u.,/U... The non-dimensional heighis &, andg,

along withe are substituted intb,, which is solved using the polynomial approximations

of the Kelvin functions given by Abramowitz and Stegun (1964). Q@Yde known f,, is
determined from (3.81), which in turn is used to estimagtethrough (3.71) and update

Cr andu., through (3.69) and (3.68), respectively. The shear stresses, along with the
stability parameteg, and the initial guess ltge ofu., are inserted into (3.95) to determine

u.. If the initial guess value far, does not lead to the correct valuaigfthen the entire
procedure is repeated with a neyuntil the @lculated current equals. Because it is not
possible to obtain an algebraic expressionugrusing (3.95), the solution must be
determined iteratively. For this study, the secant method is chosen because it is easy to
implement and is rapidly convergent for many nonlinear problems if the initial "guess” is

close to the actual value.
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3.7  Theoretical model comparisons

The GG model is chosen for the comparison study because it uses a similar
turbulence closure scheme and includes a stability parameter to parameterize the effects of
suspended sediment-induced stratification. The major differences between the two models
are the eddy viscosity formulation and the vertical range of the stability parameter, where
GG use the Grant and Madsen (1979) two-layer discontinuous eddy viscosity and neglect
the stability parameter in the wave boundary layer. To illustrate the differences resulting
from these two modeling approaches, the comparisons will primarily focus on the predicted
stability parameter, current, sediment concentration and sediment transport profiles. The
input variables are listed in Table 3.2 and are representative of the high wave case
previously discussed. The free parametewhich regulates the height is allowed to
vary since it is the least well known of all independent model parameters. The grain
diameter is set equal to 0.6rh

Figure 3.10(a) shows the stability parameters cagmifsom the GG model and the
BBLM, or 3-layer model, as a function of height off the bed. Also shows,amd, for
comparisong,, as calculated by the GG model. The GG stability parameter is maximum
atd,, and then monotonically decreases throughout the upper boundary layer. This is the
same general behavior shown in Figure 3.5 for the high wave case. The stability parameters
calculated from the 3-layer model are small near the bed, and then gtk at= 0.15
and 0.5, and just below for o = 1.0. Abovez,, all three rapidly decay throughout the
upper boundary layer. The peak identifiedcby 1.0 is smooth, while the peak for the
other two values o& are kinked. Inspection of Figure 3.4 shows that the kinematic flux

(3.104) has a strong kink atfor ¢ = 0.15 and 0.5.
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Table 3.2 Input parameters for theoretical model comparisons.

Parameter Value

Wave

A, cm 119

U,, cm/s 64
Current

u,, cm/s 23

Z,cm 238

$., deg 56

Sediment/Fluid

p., glcn? 2.65

p, glcn? 1

g, cm/g 981

w;, cm/s 7.142

k,, cm 30.0

Cn(Z) 0.003

G 0.65

Fora = 1.0, (3.104) smoothly approacheg asz - z,. This is reflected in the stability
parameter profiles depicted in Figure 3.10(a), where the kink is most pronounced for the
profiles associated with the lower two valuestof All three profiles show similar peak
magnitudes which shift according to changes.inFor e = 0.5, the poink, compares
reasonably well witl,, calculated from the GG model. This is the same value suggested
by Madsen and Wikramanayake (1991) for the neutralve of (3.95) that they compared

to laboratory flow data. The large difference in peak values is attributed to the assumption
on the part of GG concerning the applicable range of the stability parameter and to the

different eddy viscosity configurations.
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Figure 3.10 Sensitivity of calculated model parameters to changes (a) stability
parameter, i) suspended sediment concentratias), riean current andd) sediment
transport. Also shown are equivalent parameters calculated from the GG model, including
d,, for comparison. I' is the depth-integrated sediment transport defined in (3.121).

Numbers correspond, in increasing valuey to 0.15, 0.5 and 1.0.
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GG chose to neglect the stability parameter in the wave boundary layer based on a
systematic scaling analysis that showgdvas at most O(19 ) for typical storm conditions
expected in the field. Using these same arguments, order of magnitude estimates for the
stability parameter in the 3-layer model are calculated,results compared to GG. Below
z,, the two models are identical so that the scaling results obtained by GG, which show that
z/Lis small and can be neglected, apply equally well to the 3-layer modet, oK z,

the stability parameter is found by inserting (3.97) into (3.105), giving

\ -y an (z - 2z)
A KZ K
e _Z l)Wf Cnm(zl)e e
L 3 n-1 n
(3.118)
— B W, z
exp| — I f Zdz
*cwzl 2, L

Inspection of (3.118) shows that the vertical dependence is controlled by a production
related termy, */x2) and two expoential terms. Regardless of the value of the production
related term, the effect of the exponential functions is to cause the stability parameter to
decrease with increasirmy Because the interest is to obtain an upper bourmlLothe
arguments of the expon@itterms are set equal to 0. This defines the maximum stability
parameter,

= K_:g(s - 1)w,C (z) 2,<2<2 (3.119)

max U,

z
L



84

where only one grain size class has been assumed to simplify the discussion. In their
scaling analysis, GG adopt valuescof 0.4,z, = 0.1cm, g = 980cm/$, u.,,, = 5.0cm/s s
= 2.65,w; = Lcm/sandC,(z,) = 1.0 X 10°. In addition, typical values for the following
variables must be defined for the 3-layer model= 1.0cm/s y = 0.74,0. = 0.5 ana,
= 2.5cm Inserting these values into (3.97) gives a suspended sediment concentration at
=z, 0fC,(z) =3.04 X 10' . With (3.119), this translates to a stability parameter estimate
of z/L =3.9 X 1¢*, which is similar in magnitude to GG who showedzhah the wave
boundary layer is small and can be neglectedz Atz, = u,/u, .z, U, 5 U, SO that
(3.119) giveg/L = 2.5. For the 3-layer model used here, the stability parameter is O(1)
for z, <z<z,and, unlike GG, cannot be neglected in the outer wave boundary layer.
The order of magnitude differences in the outer wave boundary layer are a direct
result of the two approaches to modeling the effects of turbulence. GG model their
production related term in the stability parameter after the 2-layer discontinuous eddy
viscosity, which assumes that,, is the proper velocity scale for the kinematic fluxZor
<93, Atz=z ~ 3§, the production related term in the GG modelig,Uxd,). For z>
z, ~ §,, the production related termus?xz, which also is in agreement with the 2-layer
discontinuous eddy viscosity. By definitiam, < u.,, which means that the production
related term in the GG model is discontinuou§,atAs u.,,, >> U, the discontinuity in the
GG production related termilvlead to a correspondingly large discontinuity in the
stability parameter. This is illustrated for the high wave case depicted in Figure 3.10(a),
where the strong sicontinuity a®,, is clearly indicated. For the 3-layer model, (3.104) is
used to ensure continuity in the production related term by forcing the velocitywscale,

u. asz- z,. Atz, the production related term for the 3-layer model is not discontinuous



85

due to the imposed requirement thatbe the characteristic velocity scalezat Thus,
modeling the stability parameter after the eddy viscosity, as was done by GG, leads to a
discontinuity atz = z, = 3, but produces a scaling that ensuzésis small and can be
neglected. Keeping in the spirit of a continuous eddy viscosity, the stability parameter in
the 3-layer model is forced to remain continuous throughout the boundary layer. This
procedure leads to scaling arguments that stibuws not small for the current in the outer
wave boundary layer and, therefore, cannot be neglected.

The sensitivity of the stability parameter to is equally apparent in the
concentration profiles. Figure 3.10(b) shows mean suspended sediment concentration,
C..(2), corresponding to the stability parameters andlues depicted in Figure 3.10(a).
Within the lower section of the wave boundary layer, wkéréor both models is small,
the concentration profiles are similar, but then begin to diverge as a functior-oir o
= 0.15, the predicted concentration values ate separated by two orders of magnitude.

At §,, this difference is over four orders of magnitude. For the tiseehosen, the 3-layer
model is in closest agreement to the GG modekfer0.5. Also noticeable is the artificial
kink atd,, in the GG model. This kink is a result of the discontinuous eddy viscosity and
rationalizes the decision to adopt a more realistic continuous eddy viscosity.

The effect of altering the cutoff f@ is equally apparent in the current profiles,
where, for the three chosen values ofettinge. = 0.5 leads to the best overall comparison
between the two models (Figure 3.10c). The artificial kink again is clearly indicated. At
points very near and very far away from the bed, the two models give similar current
speeds, indicating that model sensitivity to changesimthese two regions is relatively

weak. In the middle region, 3nx< z < 100cm) which roughly corresponds to the outer
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wave boundary layer and lower current boundary layer, the current profiles are most
sensitive tachanges int. For example, the current speed predicted by the GG mazlel at
=9,, is only half the value obtained using the BBLM éox 0.I5. Because it is expected

that most of the suspended load is carried within the wave boundary layer or just above,
accurate d@snates of both the concentration and the current in this middle region are
important for sediment transport studies. To illustrate this point, Figure 3.10(d) shows the
sediment transpori)(z), which is defined as the product of the suspended sediment

concentration and velocity at a given level,

a3 = C (9 U, (3.120)

Like the current and concentration, the transport is heavily dependent on the pasameter
with peak sediment transport increasing with increasing-urthermore, nearly all the
transport in this case is confined to the wave boundary layer where the effects of
wave/current interaction are most prevalent. Also shown in the upper right quadrant of

Figure 3.10(d) is the depth-integrated sediment transport defined as

h
= [q@dz (3.121)
ZO

Like the transportl’ increases with increasing

The previous discussion has demonstrated that the BBLM is sensitive to changes in
the parameterr. Although a range of values have been reported, Madsen and
Wikramanayake (1991) ggest that. = 0.5 based on current observations in the presence

of waves. This value is also shown to give good agreement with the GG model. The fact



87

that the Madsen and Wikramanayake (1991) data are derived exclusively from flume
experiments, however, does not unequivocally establfsin use with a model primarily
designed to simulate continental shelf boundary layer flows.
3.8 Influence of multiple sediment grain size classes

The seemingly small influence of the stratification correction, as seen in the small
values for the stability parameter, is a consequence of the choice of sediment grain size
class and input wave and current parameters. For the given high wave conditions, model
runs using both a smaller sized grains and multiple grain size classes are presented to
examine how these changes affect the stratified solution.
3.8.1 Effect of reducing particle size

For the first case, the parametds allowed to vary using the same values presented
in the comparison with the GG model. The grain size is reduced fronci®.@40.01cm,
and the input wave and current parameters remain the same as those listed in Table 3.2.
Figure 3.11(a) shows the stability parameter @ith0.01lcm The peak magnitude is an
order of magnitude greater than for the Ocddgrains (Figure 3.10a). With all other
parameters left unchanged, a reduction in grain size is seen to lead to order of magnitude
changes inz/L. This is a testament to the sensitivity of the solution to particle size. The
smaller grain sizes have a lower settling velocity which causes a weaker decay in

concentration with height. This leads, on average, to higher



Figure 3.11 Same as Figure 3.10 but with a grain-size ofcn01
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concentrations in the lower water column and a correspondiregyegrpotential for a large
buoyancy flux near the top of the wave boundary layer where production of turbulence
kinetic energy is rapidly decreasing. In contrast, the larger grains are not mixed as high into
the water column so that concentration$ aare generally too weak to produce a large
buoyancy flux. This is illusated in Figure 3.11(b) where the concentratiorls=a20cm,
whend = 0.01cm are an order of magnitude greater than in Figure 3.10(b), dvhéh04
cm

The effect of the larger stability parameter associated with the smaller grain size is
evident in the concentration profiles shown in Figure 3.11(b).zFess than the height
associated with the stability parameter peak, the concentrations do not significantly depart
from the log-log variation with height attributed to the neutral model. At a height
consistent with the increase in the stability parameter, the concentrations start to show
curvature away from this log-log behavior. The distortion is related to the integral terms
in (3.97), which alter the vertical variation of the concentration from the strictly Rouse-like
profile associated with the neutral model. The distortion is greatest at a height consistent
with the stability parameter peak. Higher in the water column, where the stability
parameter rapidly decreases, the concentrations begin to appear linear when drawn on a log-
log axis. The height at which stratification becomes important is similarly related to
where lowero causes the rapid drop off in concentration to occur lower in the water
column. Because the vertical decay rate in the upper water column for all three values of
« is essentially the same, the overall concentration f00.15 will always be less than the

other two cases.



90

The effect of the larger stability parameter on the mean current is illustrated in
Figure 3.11(c). Again for points below the stability parameter peak the current does not
depart significantly from the classic logarithmic variation with height. For heights
consistent with increases in the stability parameter, the current shows a definite upward
curvature. This departure is a result of the stratification correction in (3.95) which distorts
the neutral model from the classic logarithmic variation with height. In addition, the
combined influence of the stratification correction aralct to further the spread in current
values in the lower water column so that at20cmthe difference in magnitude between
o = 0.15 andx = 1.0 is a factor of 5 or so.

Figure 3.11(d) shows calculated sediment transport using (3.120). The larger
stability parameter associated with the concentration and current profile used to calculate
g(z)similarly distorts the transport shown hede=(0.01cm), from the transport depicted
in Figure 3.10(d) ¢ =0.04 cm). In the lower water column, where the stratification
correction is weak, the flux rapidly increases with height as these smaller particles are more
easily fluxed higher into the water column than the larger &@4grains. Because the
stratification correction is not important near the bed, the peak transport values are nearly
twice as high as the 0.@n sediment shown in Figure 3.10(d). At a height consistent with
the peak in the stability parameter, the transport rapidly decays since the concentration is
tapering off at a much faster rate than the current is increasing. Even though the
stratification correction is more important for this case, the smaller grains are lifted higher
into the water column causing a greater overall transport than the larger grains. This is
illustrated in Figure 3.11(d) which showdor corresponding. In each casd; is an order

of magnitude greater than shown in Figure 3.10(d).
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3.8.2 Effect of increasing the number of grain size classes

To further examine the stratification effect, the theoretical analysis is expanded to
include multiple grain size classes. To keep the analysis relatively simple for this
theoretical test, only 3 grain size classes consisting of 0.01, 0.025 arwyézins are
used. This range represents medium to fine sand which is expected for typical shallow
continental shelves. The input parameters are the same as above, exceigtsbatvith
the intermediate value of 0.5 and the reference concentration is allowed to vary between
each grain size class. Assuming a near-Gaussian distribution, the middle grain size class
constitutes 50% of the total reference concentraga,) = 2.76 X 10°, and the larger and
smaller size classes each constitute 25% of the total.

Figure 3.12(a) depicts the stability parameter using the three grain size classes
described above. Also shown for comparison are the heiglslz, Like Figure 3.11(a),
the most obvious difference from Figure 3.10(a) is the maximum value, which is over an
order of magnitude greater than the stability parameter calculated using only tben0.04
grains. In contrast, however, the value is less than half that for the single size class
consisting of 0.0lcm grains fora = 0.5 shown in Figure 3.11(a). The reference
concentration representing the 0.6 grains in Figure 3.12 is only 1/4 that used to
calculate the stability parameter shown in Figure 3.11(a). Thus, it is seen that the
stratification correction in this example is weighted by both grain diameter and reference
concentration, with the smaller sized grains with the largest reference concentration
producing the largest stility parameter. Like Figure 3.11, extending the number of
sediment size classes to include smaller grains also significantly distorts the concentration

profiles from the neutral case (Figure 3.12b). Concentration values
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Figure 3.12 Vertical profiles of calculated model parameters using three different grain size

classes consisting of 0.@in (solid), 0.021cm (dashed) and 0.0zim (dash/dot) grains.
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categorized by grain size also show a distinct divergent patterrgfeater thamz,, with

values at, spanning over nine orders of magnitude between the largest and smallest grain
size classes. The larger sediment is barely suspended above the wave boundary layer,
rapidly falling out of suspension as the turbulent intensity decreases. The smallest
sediment, although it starts off with a smaller concentration in the bed, is mixed more
uniformly through the water column, so that above the wave boundary layer, it is the
dominant size class. The effect of the stability parameter on the mean current also is
illustrated in Figure 3.12(c). When plotted on a semi-logarithmic scale, the current shows
an upward curvature for points greater than abgsimilar to the current shown in Figure
3.11(c). This is also a consequence of the integral terms in (3.95), which can alter the
profile from the classic logarithmic variation with height.

As a final test to illustrate the effect of multiple grain size classes, Figure 3.12(d)
shows the sediment transport for each of the three grain sizes. The largest sized grains
show a vertical structure similar togiire 3.10(d), and the smallest grains show a structure
similar to Figure 3.11(d). For the two larger size classes, the sediment transport profiles
are consistent with what would be expected, in that a balance exists between the increase
in current speed with height and the corresponding decrease in suspended sediment
concentration. Near the bed, the current is increasing at a rate faster than the suspended
sediment is decreasing, so that the net effect is an increase in sediment transport with
distance from the bottom. At points greater than ahpthe concentration associated with
the two largest grain size classes begins to decay at a much faster rate than the current is
increasing. This leads to the rapid decay in the sediment transport profi foedhese

two grain size classes. The smallest grain size class shows very little variation in height for
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z less than abow,, so that the product of the concentration and current speed over this
region increases with height due to the continual increase in the current speed throughout
the boundary layer. For points greater tharthe suspended sediment concentration for
the smallest grain size class begins to decay, but at a slower rate than the largest two grain
size classes. This leads to the slower decay of this grain size compared to the two larger
grain sizes illustrated in the figure.
3.9  Sensitivity of the solution tg and vy

It has been demonstrated that the model is sensitoleaiages in the free parameter
«. It was also mentioned in Section 3.1.2 that the numerical val(e Wdrich is important
in the stratification correction, ang, which is important in modulating the neutral
concentration equation, are derived from experimental studies of stably stratified
atmospheric boundary layers. Siftandy are experimentally determined coefficients,
it can be debated that values adopted here may not be appropriate for flows stratified by
suspended sediment. In fact, for the atmosphetakes on different values under neutral,
stable or unstable conditions (Businger et al. 1971; Wieringa 1980; HOgstrom 1987).
Additionally, when the flow consists of water stratified by suspended sediment, the data
have suggested thatmay be grain size dependent (Villaret and Trowbridge 1991). With
these concerns in mind, model sensitivity studies are performed using a r@reyedgf
values reported in the past. The paramtesis been reported to range between about 2.3
and 10, and between 0.35 and 1.0 (see reviews by Businger et al. 1971, Wieringa 1980
and Hogstrom 1987 for a thermally stratified atmosphere, and Hill et al. 1988, McLean
1992 and Villaret and Trowbridge 1991 for suspended sediment-induced stratification in

water). Using these values as a guide, the coefficients are s@tw2h4.7, 10 ang =



95

0.35,0.74 and 1.0. To preserve continuity with previous sensitivity studies, the wave and
current parameters shown in Table 3.2 will serve for all model runs. For wave dominated
conditions, it was shown in Section 3.8 that the @®3rains lead to the largest stability
parameter. Sincgis important in the stratified version of the model, the @®@3rains
will be used in order to optimize the effect of the stratification correction.
3.9.1 Sensitivity toff with y held fixed

For the initial casefj is allowed to vary whileg is fixed with the widely reported
value 0.74. Figure 3.13(a) shows stability parameter profiles for the three indisated
Also shown ig, for f = 4.7, and provides a scale estimate of the approximate height of the
wave boundary layer. An inverse t&a, where increases fhcorrespond to decreases in
the stability parameter, clearly is illustrated. Near the peak, which shifts to points higher
in the water column with increasifig doubling} reduces the magnitude by about one-half.
Sincef3 occurs in the argument of the second exponential function in (3.108), incrpasing
increases the vertical decay. Figure 3.13(b) shows suspended sediment concentration
profiles. Belowz, the three profiles give nearly identical results, but then diverge
throughout the remainder of the boundary layer. Interestingly, the profile identified as
= 2.0, which is associated with the largest stabilitapaater, shows the slowest decay with
height in the outer boundary layer. This inverse pattern, where the largest stability
parameter({ = 2.0) shows the weakest stratification effect in the concentration profiles, can

be explained by examining the exponential term



96

Figure 3.13 Sensitivity of calculated model parameters to changes in the stratification

parametef. Sediment grain size is set equal to @1
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that represents the correction for suspended sediment-induced stratification in the current

and concentration equations, i.e.,

[£dz z<z<zg (3.122)

Assuming all other factors remain unchanged, inspection of (3.122) shows that the
exponential function is modulated Ky and the integral over the stability parameter.
Multiplying each of the stabilitygrameters in Figure 3.13(a) by their corresponding value
of 3, which is also depicted in figure, shows that the proflmtt generally increases with
increasing3. This means that the integral in (3.122) is largesfifer 10 , Which explains
why the largesff produces the slowest decay in concentration with height in the outer
boundary layer. For the sensitivity tests presented Heigclearly the dominant term in
(3.122) that modulates the vertical dependence of the concentration under stratified
conditions. This is an interesting consequence since inspection of the stability parameters
in Figure 3.13(a) could be falsely interpreted as sm@lf@oducing a larger stratification
effect for the high wave case demonstrated here.

The effect offf on the current is relatively weak where profiles identified by
B = 4.7 and 10 show very similar trendsidure 3.13c). Fop = 2, the current within the
wave boundary layer is slightly larger than the other two cases, but then becomes slightly
smaller above the wave boundary layer up tevhere all three must converge. For points
greater tham, the current identified by = 2 again slightly increases beyond the other two.

Since many of the above reported values sugged tisdtetween 5 and 10, the effect on
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the current profile under these conditionpegrs minimal. As a final look at the influence
of 3, sediment transport profiles are depicted in Figure 3.13(d). Patterns shown here mimic
those of the concentration where smaliéeads to the largest transport values for a given
height. The fact that the ordering of the transport accordifigatiows the same pattern
associated with the concentration is not surprising given the relative insensitivity of the
current to changes ip. The depth-integrated transpdrt, also mimicsq(z) where the
smallesf3 shows the highe§t. Unlike the current howevdr,is sensitive to changes fin
where values range over an order of magnitude from smallest to Iargest
3.9.2 Sensitivity toy with  held fixed

The focus now turns to the influenceyofvith § held fixed. As a reminder, the

parametery appears in the numerator of the Rouse paranifer,

_Y Wf
R =
T (3.123)

which is one of two terms that regulate the vertical structure of the suspended sediment
concentration and stability parameter equations. In the concentration equation, the Rouse
parameter serves as the argument of the vertically dependent function that represents the
neutral solution. Therefore, increasimgn the neutral model leads to a faster decay in
concentration with height. Figure 3.14(a) shows stability parameteys<f&.35, 0.74 and

1.0, with[} set at 4.7. The profiles are clearly ordered, where largeedicts a smaller

stability parameter, except near the peak where the pattern is reversed. The
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Figure 3.14 Sensitivity of calculated model parameters to changes in the sediment

concentration parametgr Sediment grain size is set equal to &AL
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height of the stability parameter peak is also ordered, with the smabbagted highest
along the vertical axis. Overall differences between the three profiles, however, are
minimal, indicating the stability parameter for these conditions is only weakly influenced
by changes iny. The influence on the concentration profiles also is weak, but not
negligible (Figure 3.14b). Below, z/L is small, and the concentration is similar to the
Rouse-like profile indicative of the neutral model. The profiles are, again, ordered with
smallery predicting larger concentrations. At abautz, the weak stratification effect is
noticeable where the concentration identifiedyby 0.35 decays at a faster rate than the
other two profiles. This leads to a reversal in the ordering at alzo60cm, which is
barely visible in the figure. At abomt= 100cm z/L becomes smaller and the stratification
effect again is weak. This is indicated in the concentrations where- 8200 cm the
ordering is again reversed so that the profile identifiedy by 0.35 shows the largest
concentrations. Figure 3.14(c) shows the current profile, where, again, the effect is
minimal, with maximum differences betwegn= 0.35 and 1.0 being less than about 1.0
cm/s This is not surprising since influences the current only through the stability
parameter, which is shown in Figure 3.14(a) only to be weakly sensitive to changes in
Like the concentration, the flux profiles (Figure 3.14d) show the strongest divergence near
z,, with the smallesty predicting the greatest transport. Valuesl'oSimilarly are
insensitive to changes in with a maximum relative difference betweEpandI’; of
approximately 17%.
3.9.3 Effect of varyingy and grain size

From the above analysiswiould seem that the solution is relatively insensitive to

changes iry. It must be reiterated, however, that the discussion here is restricted to a very
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specific set of input wave, curresmid sediment parameters. For example, if the grain size
is altered, then the influence pfcan become much more dramatic. Figure 3.15(a) shows
the stability parameter for the sag@nditions above, but witd = 0.4 cm . Compared to
Figure 3.14(a) the stability parameter is much smaller, but still increases with decreasing
vy. For the concentration, (Figure 3.15b), the differences in the three profiles is striking,
with y = 0.35 predicting over an order of magnitude greater concentratzonHcmthan

fory =1.0. Itisinteresting that the concentration profile identifieg by0.35 appears to

be affected by the weak stratification conditions implied in the stability parameter profile.
Because similar sensitivity testgth larger grains indicate that the stratification correction

is virtually negligible, this is a surprising result. A clue as to why the stratification
correction affects this concentration profile much more than the others is revealed in the
Rouse parameter defined in (3.123). Tdrger grainsd = 0.04cm) have a higher settling

rate than the smaller graind € 0.01cm). This means that; will be smaller for the
smallest grains, leading to a smaller Rouse parameter and a corresponding slower decay in
concentration with height. This is the same condition illustrated in Figure 3.11, which
represents conditions for which the stratification correction is important. Equation (3.123)
will also be small ifw; is larger, andy is smaller. This is the situation depicted in Figure
3.15 fory = 0.35, and explains why the presumably small stability parameter can lead to
a stratification effect strong enough to alter this concentration profile from an otherwise
neutral water column. A similar effect is seerhia current where the profile identified by

vy = 0.35 appears to exhibit similar, although not as strong, behavior
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Figure 3.15 Same as Figure 3.14 but with a sediment grain size @m.04
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as the heavily stratified scenario in Figure 3.11. Because the effect is relatively weak, the
ordering of the profiles is similar to Figure 3.14(c), which uses the same three vajues of
Finally, the transport profiles resemble those shown in Figure 3.10(d), with the largest
transport associated with the smallesiCompared to Figure 3.14(d),values are an order
of magnitude lower which is expected for the larger sized grains used in this test case.

The varied profile structure shown in the four varialalésC.(2), U,(2) andq(2),
for only one type of input wave and current condition, clearly reveals the sensitive nature
of the BBLM to the internal parametets 3 andy and the external parametkr This
suggests that applications to a wideg@a of sediment and current conditions can give very
different results depending on changes in certain key coefficients. It also provides
important calibration information since the sensitivity of the model to certain coefficients
can be controlled. Careful manipulation of experimental conditions can reduce model
sensitivity tocertain parameters, while amplifying the sensitivity to other coefficients one
wishes to calibrate.
3.10 Summary

A simple expression governing particle momentum, where the particle velocity
differs from the fluid only through its tendency to fall out of suspension, was achieved by
assuming that concentrations of suspended matter were low enough to neglect individual
particle interactions. Under this assumption, the continuity equation was divided into fluid
and solid phases which lead to a simple expressionmgjagesediment concentrations. For
fluid momentum, the usual linear and boundary layer approximatieresinvoked, leading
to simple equations governing the wave and current velocities. The momentum and mass

conservation equations were coupled through an eddy diffusivity that scaled with the
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vertical coordinate, the shear velocity and a stability parameter. This simple turbulence
closure scheme was considered adequate for modeling the constant stress region of the
bottom boundary layer. Because both waves and currents were considered important, the
constant stress layer was divided into an inner wave boundary layer where the wave shear
stress contributed to the momentum balance, and an outer current boundary layer where the
stress was associated only with the time averaged cuwéttiin the wave boundary layer,

the eddy viscosity was defined in terms of the sum of the time average of the shear stress
plus the maximum instantaneous shear stress for the wave. This ensured that the non-linear
coupling of the wave and current stress components would be retained in the description of
the turbulence fluxes.

It was shown that if the kinematic flux term in the stability parameter was
independent of height in the regiap < z < z, then the stability parameter was
discontinuous at =z, As a result, the kinematic flux was modified to ensure a continuous
solution. This was achieved by assuming that the vertical dependence of the flux could be
described by an exponential decay similar to the analytical solution for the wave shear.
Because the stdiby parameter equation was transcendental, the solution was obtained
numerically through application of the Chebyshev polynomial apprawimaConvergence
tests, comparing the Chebyshev approximation to the trapezoidal method, indicated that the
Chebyshev formulation was more efficient for high wave conditions based on a
predetermined 0.1% error threshold. Predicted stability parameter, concentration, current
and flux profiles were compared with the GG bottom boundary layer model, and showed
reasonable agreement when the free parametexs set equal to 0.5. Model sensitivity

tests were expanded to include the effects of varying grain size class on the stability
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parameter and associated current, suspended sediment concentration and transport profiles.
For the cases presented, it was shown that smaller grains lead to larger stability parameters
and distortion of the current and concentration from the classic log-linear and Rouse-like
profiles derived for the neutral case. The effect of increasing the number of grain size
classes to include 0.01, 0.025 and GO¥grains gave similar results as the Oc@itests,
showing that for these conditions the smaller sized grains contribute the most to the
stratification correction. Finally, sensitivity tests foandy indicated that the stratified

model was strongly dependent fnwhere increases ifi lead to order of magnitude
changes in concentration values above the wave boundary layer. The effect of [altering
was minimal, however, on the current profile. For stratified conditions, model sensitivity

to vy was weak for all profiles examined except near the edge of the wave boundary layer
where smallery produced slightly higher concentrations and transports. It was shown,
however, thay was influential when the stratification correction was not important, and
suggested that careful consideration of the possible valsscokefficients under a variety

of wave, current and sediment conditions must be kept in mind during calibration studies.
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4.0 MODEL AND DATA COMPARISONS

In this section, field data are used to calibrate model coefficients and to gauge the
accuracy of the BBLM at predicting the shear stress and suspended sediment concentration
profiles. Before discussing the parameter calibrations and model/data comparisons, a brief
description of the study site and instrumentation is presented.
4.1  Study site and instrumentation

All field data for this study were collected at LEO-15, a Long-term Ecosystem
Observatory located approximately Rifd off the southern coast of New Jersey ini6f
water (von Alt and Grassle 1992; von Alt et al. 1997). LEO-15 serves as a natural,
underwaer environmental monitoring station to support multi-disciplinary research of
coastal processes at an inner-shelf, shallow water site. The observatory presently consists
of two undersea nodes connected to shi@en electro/fiber optic cable that serves dually
as a power conduit and data transmission line. Tethered instruments only operate within
a small radius centered on the nodes. To acheaater spatial resolution, a multiplatform
support network is in pke that links the larger-scale processes to the spatially limited
measurements available at the nodes. The network presently includes: (a) a Remote
Sensing Laboratory in New Brunswick, New Jersey, (b) a meteorological tower at Rutgers
University's Marine Field Station (RUMFS), in Tuckerton, New Jersey, (c) two research
vessels, (d) shipboard towed CTD profilers and bio-optical selfsptspttom mounted and
towed profiling current meters, and (f) a suite of autonomous underwater vehicles.

During the summer months of 1994 and 1995, researchers from the Woods Hole
Oceanographic Institution (WHOI), Ratigs University and Sequoia Scientific participated

in the National Undersea Research Program's Boundary LAyer Stress and Sediment
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Transport (NURP/BLASST) experiment. The main objectives of this study were to identify
dynamical processes related to: 1) the combined effect of waves and mean currents on bed
shear stress; 2) the resuspension, grain size distribution, and vertical flux of sediment, and
how this flux influences stratification; 3) the geometrical properties of wave-formed ripples,
emphasizing the dynamicahlance between near-bed flow and small-scale bedforms; and
4) the improvement of bottom boundary layer models based on results obtained from the
observations. To achieve these goals, instrumented bottom bolaysartripods equipped
with state-of-the-art sensors were deployed at the present location of Node A (39.46 N -
74.26 W) centered within the larger LEO-15 research area (Figure 4.1). The primary
instruments from this study retent to the BBLM calibration and model/data comparisons
presented here include the Benthic Acoustic Stress Sensor (BASS), deployed by Rutgers,
the rotary SideScan Sonar (SSS), deployed by WHOI, and the Acoustic Backscattering
System (ABS) also deployed by WHOI.
4.1.1 BASS current meter array

The BASS is a high-resolution current measuring system used to calculate shear
stress in the bottom boundary layer. A typical BASS unit consistsetftiaal array of four
acoustic current meters along with individtexhperature, salinity and pressure sensors, all
connected to a submersible pressure housing containing the electronic components, tilt and
roll sensors and a compass. The unit measures the current speed by calculating the round-
trip travel time of a highréquency acoustic pulse between two opposing transducer heads

mounted 15cmapart and oriented 45 degrees off the vertical.
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Figure 4.1 LEO-15 study site and bathymetrg) New York bight showing large-scale
bathymetry alonghe New Jersey coastb) (Expanded view of the LEO-15 research area.

Node A is located on the southern end of a distinctive shore oblique sand ridge.
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The difference in travel time between what is measured and the known speed of sound in
water gives the velocity of the fluid along each beam path. Each sensor contains 4
independent pairs of transducers, and velocities measured along the most accurate of any
three axes are converted intos andw. All sensors on the unit are programmed to sample
at 4Hzfor a 15-minute burst each hour. This sampdicigeme is chosen so that both high-
frequency wave motion and low-frequency currents can be easily resolved, while insuring
adequate battery power and data storage capacity for approximately 6 weeks. Information
on the calibration and accuracy of the BASS can be found in Williams et al. (1987).
4.1.2 ABS sediment concentration profiler

The ABS is an acoustic transducer that calculates suspended sediment concentration
profiles based on the scatter of sound by particles. The instrument operates by emitting a
series of short acoustic pulses that scatter off the suspended material and then are sampled
on the return. The intensity of the scattered beam is proportional to the grain size, which
is assumed known, and concentration. Given the spekd atoustic wave through water,
each pulse isime sampled and then averaged to produce vertical range binsmof 1
Concentration measurements are recorded each Y2-second for a 4-minute burst every 30
minutes. An important feature of systems like the ABS is that the flow and particle motion
are not disturbed during operation. This nonintrusive methodessthat ambient turbulent
fluctuations are not contaminated by processes associated with the measuring unit.
Information on using acoustic instruments to measure concentration and how they are
calibrated for various grain size classes can be found in Thorne et al. (1991) and Lynch et
al. (1994).

4.1.3 SSS acoustic imaging system
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The SSS maps the micro-topography of the sea floor within a circular area of
approximately 3nradius. The unit emits an acoustic signal over a 30 degree swath 0.9
degrees wide centered on a 60 degree angle off the vertical. The transceiver rotates through
350 degrees forming an almost complete circular image of the sea floor. The intensity of
the backscatter signal is proportional to the angle between the emitted beam and the
geometric bedforms, with surfaces oriented perpendicular to the beam path producing the
highest return intensity. Bedform features are easily determined by visual inspection of the
shaded image, where surfaces oriented toward the beam apgeardighsurfaces oriented
away from the beam appear darker (P. Traykovski, WHOI, personal communication).
Because the beamtensity becomes more diffuse with increasing angle off the vertical, a
unit placed Im off the bottom optimally gives a resolution of 1.4 X 2if¥ near the inner
edge of the beam, and a resolution of 1.1 XcBfLnear the outer edge. This degree of
resolution is adequate for identifying bedforms such as wave-formed ripples but cannot
distinguish individual sand particles. Applications of this instrument for the continental
shelf can be found in Hay (1994) and Traykovski et al. (1998).

4.2 Bed reference concentration

Because the sediment concentration and contientifiux go to zero ag - +x, the
suspended sediment concentration solution is completely determined by the bed reference
concentration. Studies on the entrainment of sediment reveal a highly complex process in
which near-bed sediment motion is controlled by both individual particle interactions and
advective/diffusive processes associated with the turbulent flow and gravity. It is known
that within only a few grain diameters of the bed, particles essentially are transported either

as bedload, or by saltation (Wiberg and Smith 1985; Madsen 1991). In this region, forces
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associated with gravity and individual particle interactions such as rolling and jumping are
primarily balanced by fluid drag. Further from the bed, these interactions are negligible and
the sediment motion is adequately described by the continuum hypothesis presented in
Section 3. Obviously, the boundary separating these two regions is not well defined since
the sediment dynamics are described by a combination of the continuum assumption and
the momentum equation goverg individual grains. The dynamical processes associated
with this transition layer are not well understood, making it difficult to define a reference
concentration for the suspended load.

Models to describe the reference concentration for combined wave and current flows
primarily associate entrainment of sediment to the local bed shear stress (Smith 1977). In
order for entrainment to occur, the local shear stress must exceed the minimum required for
initiation of motion,t,,,’, where the prime indicates that the stress is based on skin friction
associated with the individual grains rather than form drag associated with ripples. Using
the Shield's criteria for the initiation of motion developed for steady flows, Madsen and
Grant (1977extended the theory to oscillatory boundary layers, and developed empirical
expressions that relate the critical Shields parameter,

I‘Ecrn |

p(s, - Dad,

Vo = (4.1)

to the non-dimensional sediment paramé&ter

_ 4, _ 12
S = 7,8~ Dad] (4.2)
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wherev is the kinematic viscosity of the water. In the immediate vicinity of the bed, it is
hypothesized that the flow will only sense a roughness die tmdividual grains since the
hydrodynamic rougtess due to wave-formed ripples affects only the large-scale spatially
averaged flow. The fact that the stress due to the individual grains is responsible for the
initiation of sediment motion, rather than the much stronger bottom stress associated with
the ripples, is well supported by experimental evidence (Nielsen 1992).

Assuming that sediment entrainment is a function of the bed shear stress associated
with skin friction, Smith (1977) developéle following empirical reference concentration

model for steady boundary layer flows,

(4.3)

where ¢ is the bed concentration@.65),y, is the resuspension coefficie@ is the

normalized excess skin friction for steady flows,

s Il eyl s
" I‘Ecrn | .

andt,’ is the steady shear stress based on skin friction for each sediment sine Gaast
and Madsen (1982) showed that the time for sediments to accelerate from rest to the fluid

velocity in oscillatory flows was much less than the wave period. This lead GG to
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hypothesize that for oscillatory flows, (4.4utd be modified by simply replacirg’ with
the instantaneous shear stress for skin friction, giving

CbY oSn,

TS
[0}

§ >0
(4.5)

C(z) =0 S, <0
whereS,’ is the normalized excess skin friction for combined wave and current flows,
defined as

_ |tbn,| B I‘Ecrn,I
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(4.6)

crn |

andt,,’ is the instantaneous shear stress for combined wave and current flows based on skin
friction.

The term in the denominator of (4.5) was originally included by Smith (1977) to
ensure tha€ (z) did not exceed the concentratiorthie bed. Wikramanayake and Madsen
(1992) noted, however, that forost flows of interest on the continental shelf, the product
v,S, was O(1G ), and could be neglected in the denominator. This approximation reduces
(4.5)t0

C.(z) = CY,S/ S'>0
4.7)
C(z) =0 S, <0
which will serve as the reference concentration model for this study. To obtain the mean

reference concentratio@,(z,), (4.7) is time averaged over a wave period.



114

The procedure to calculate the shear stress based on skin friction is identical to the
methods described in Section 3, except that the bottom rougkpes=jned in (3.83) is
set equal to the sediment grain diameter.

4.3  Determination of model input parameters

The independent input parameters for the BBLM inclyde, ¢.,,, A, andu, which,
as mentioned above, can be derived from a curretéfmpressure sensor combination. For
this study, these parameters are calculated from BASS data obtained during
NURP/BLASST as described in Section 4.1. The mean current is obtained by simply time-
averaging the individual andv records over each 15-minute burst sampling period, and
z is determined by measuring the height of the current meter relative to the base of the
tripod prior to deployment. The calculationuf A, andw is less direct.

The multi-directional and spectral characteristics of the ocean wave field make it
difficult to isolate any one wave amplitude, direction and period that accurately represents
the wave field as a whole. Unfortunately, there are many instances in practice when a
simple description of the random wave field is essential if quantitative results are to be
obtained. In order to obtain a suitable representation of the wave field, while maintaining
a relatively simple mathematical description, statistical procedures have been employed and
provide the accuracy required for applications. The statistical variable of primary
importance for this study is the near-bottom orbital velocity spectﬁdt((w) , Which is
based on the Fourier transform of the near-bottom wave pressure. An important property
of Sub(w) is that when integrated over all frequencies, the variance of the original time
series record is obtained. In order to determijjfer a spectral sea, Madsen et al. (1988)

define an equivalent wave that has the same variance as the spectral representation, i.e.,
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u, = \ 2 f sub(w) dw = /2 /wave variance (4.8)
0

where the/2 factor comes from the fact that the variance of a sine wave is equal to the
amplitude squared divided by 2. Thus, the amplitude of the equivalent wave bottom

velocity, u,, which must possess the same variance as the spectral wave, is correctly
expressed in (4.8). This is an important distinction since many authors use the root-mean-
square wave, which does notinclude {fle ~ factor. The equivalent wave radian frequency

is given by

O = L——— (4.9)

so thatA, can be determined agw, (Madsen 1991). Itis iportant to note that for a broad
banded spectrumy. does not necessarily coincide with the spectral peak. Wikramanayake
and Madsen (1992) showed that under theseristancesy, better represented the actual
wave radian frequency when measured in terms of the zero down crossing of the original
time series. As the wave spectrum becomes narrow bamndednverges to the radian
frequency associated with the spectral peak, as expected.

Finally, the Fourier expansion method given by Longuett-Higgins et al. (1963) is
used to determine the wave direction. The directional spec8(f), is expressed as the

product of a frequencypectrumS(w), and a direction spreading functidyw, 6), where
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0 is the direction of an individual wave component. At each frequency, the directional
spreading function can be expanded as a Fourier series. Using linear wave theory, the
coefficients of the first term of the Fourier expansion can be written in terms of the cross-
spectra of the observed pressure and velocity time series. The inverse tangent of the ratio
of these coefficients gives the mean wave direction at each frequency. The mean wave
direction of the spectrum is a weighted averaged bas&dag)n This method is in wide
use, and a detailed explanation on the theory and applications to ocean waves can be found
in Longuett-Higgins et al. (1963) and Bowden and White (1966).
4.4  Field estimates ofy,, y and o

The dynamics controlling particle-fluid interactions near the bed are complex,
making it impossible to determing theoretically for the variety of flow and roughness
configurations found on the continental shelf. Attempts to deterpimeboth the field
and the laboratory have been extensive, but, due to the wide range of values reported, the
collective results of these studies has only complicated the issue. Table 4.1 lists estimates
of v, that have been obtained in the past from a series of independent studies for a variety

of flow and sediment conditions. The reported values range frdm 10 to

Table 4.1 Values for the resuspension coefficigptreported by previous investigators.

Investigator Yo
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Smith (1977) 2.0X 10

Dyer (1980) 7.8 X 10

Wiberg & Smith (1983) 1.6 X 1D

Glenn & Grant (1987) 20X 10

Hill et al. (1988) 1.3 X 10

Drake & Cacchione (1989) 1.5 X310 -3.0X%0
Vincent & Green (1990) 3.7X10 -8.7x10
Wikramanayake & Madsen (1992) 1.8 X10 -1.8X10
Madsen et al. (1993) 4.0 X10

10°, which suggests that the underlying theory that relates the reference concentration to
the excess boundary shear stress may neglect some pracess describing sediment flux

near the bed. Discussions on how the values indicated in the table were obtained, however,
lead to at least two other reasons why the spreggligiso large. First, as indicated by
Madsen et al. (1993), the height at whigl{(z) is evaluated varies between each of the
studies. This would certainly lead to different values/fosince the concentration gradient

near the bed can vary greatly depending on the bed shear stress and grain size. Second,
most of the instruments used were placed at heights much greater than the reference level
so that estimates had to be extrapolated,.toln addition, estimates of the reference
concentration and bed shear stress were obtained from models that could not be verified
with both current and concentration profile measurements (see references listed in Table 4.1

for experimental details). To address these concerns, and establish a consistent procedure
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for calculating the reference concentratigp,is determined using the semi-empirical
reference concentration model developed by Wikramanayake and Madsen (1992) described
below. Their model is chosen because it is intended for use in combined wave and current
flows on the continental shelf and normalizesygkstimates to a common reference level.
4.4.1 Reference concentration model

Wikramanayake and Madsen (1992) set the reference height eqdabtsé&d on
Madsen's (1991) estimate of the height of the saltation layer derived from his conceptual
model of bedload transport. They also noted that the heiglia a better choice thap
since for non-rippled beds, could be less than the grain diameter. For the study here, the
reference height is also set td, and the extrapolation i is accomplished using (3.97).
Using the data sets of Vincent and Green (1990), Wright et al. (1991), Hanes (1991),
Bedford et al. (1990), and the unpublished data of Vincent and Osborne, Wikramanayake
and Madsen (1992) concluded thgt 1.8 X 10° for rippled beds and 1.8 X0 for flat
beds (sheet flow). The criteria to distinguish between rippled and flat beds is the ratio of
the Shield's parameter based on skin friction for the wa® tdf this ratio is less that
0.18, the bed is assumed to be rippled and the value
1.8 X 103 is used; otherwisg, = 1.8 X 10" . For this study,, is determined from field
data using the time average of (4.7) to represent the reference concentration.
4.4.2 Estimates ofy reported in the past

As discussed in Section 3, limited theoretical and experimental studies have
suggested that, which helps regulate the vertical decay rate for the concentration, may be
a function of grain size, with increases in grain diameter producing decregsgtiliret

al. 1988; Villaret and Trowbridge 1991). Other studies, however, have suggested that
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may be closer to 0.74 (Vincent and Green 1990), which is the value generally reported for
neutral atmospheric boundary layers (Businger et al. 1971). It is important to note that
these investigators could not establish to a satisfactory degree of certainty whisther
constant or a function of grain size or, equivalently, settling velocity. As a result, a second
task is to attempt to better define this parameter.
4.4.3 Estimates otx reported in the past

As described in Section 3, valuespfwhich determines the heigitin the eddy
viscosity equation, range from about 0.15 for waves (Madsen and Wikramanayake 1991),
to as large as 2.0 for suspended sediment concentration measurements reported in the field
(Lynch et al. 1997). Thus, a third task is to determinusing the concentration profile
estimates collected in the field.
4.4.4 Statistical methods

Taking the log of both sides of the neutral version of the third equation in (3.97)

gives the following linear equation to describe the concentration profile,

yw [,
In[C,.(2] = 2 In Z] + In[C,,(2)] (4.10)

or
Y = b X + b (4.11)

whereb, is the familiar Rouse parameter defined in Section 3,
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b, = R = ” (4.12)

*C

The four terms appearing in (4.12) arethe von Karman's constant= 0.4, the settling
velocity for each grain sizufiasswfn , and the time average of the shear stres&or W

a common approach is to express the settling rate of various sized particles in still water in
terms of grain size. For sediment grains in the range 0€163d < 1.0cm the following
empirical equation developed by Gibbs et al. (1971) provides a convenient formula for

computingw,

_ 2 2 _
Lo 3y 92 + gd? (s, - 1)(0.003869+ 0.02480d) 413
" 0.011607+ 0.07440d,

where the constants in (4.13) are expressegddonits. Figure 4.2 shows (4.13) along with
the empirical relation used by GG & 2.65 and’ = 0.0119n/s, which is the kinematic

viscosity of water at ’&. The comparison between the two methods is good
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Figure 4.2 Comparison of particle settling velocity as a function of grain size between the
empirical formula (4.13) developed by Gibbs et al. (1971) and that determined by Madsen

and Grant (1977).
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with a maximum difference of 12%. Given the uncertainty on the settling rate of particles
in natural flow environments, this difference is low, so (4.13) will be used for all studies
with this boundary layer model.

Assuming that the mean current in the bottom boundsger varies logarithmically
with height, mean current velocities can be reconstructed from all four BASS sensors and
compared to the current profile derived from a model. The model equation is the classic
"law of the wall", which expresses the mean current as a simple logarithmic function of

height,

U@ - u}f ln[ i] (4.14)

Cc

K
In(2) = u—U(Z) + In(z) (4.15)
*C
wherez,. is the apparent hydraulic roughness for the noegrent in the presence of waves.

Algebraic manipulation of (4.14) allows it to be written in linear form, or

Y = a X + & (4.16)

Bothu,, andz, can be estimated from the linear regression analysis&imrce/u, anda,

=In(z,). The regression analysis also provides a convenient and simple method to quantify
the error associated with the shear stress estimates by calculating the correlation coefficient
(R) to test goodness-of-fit, and by constructing confidence limits to establish the error
bound on individuall, andz, estimates. Assumirthe system can be accurately described

using the above regression model, a confidence interval f determined from
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u.(1-e=<u_<u(l+e (4.17)
where the over bar represents the estimate, @btained from the data, and

1 l—RZ 1/2
N -2 R?2

e = (tyon 2) (4.18)

wheret is the Studenttsdistribution for the (1 &) confidence interval withN - 2) degrees
of freedom, andN is the number of current meters (Gross and Nowell 1983; Grant et al.
1984). Equations (47) and (4.18) can also be used to estimate errors associated with the
Rouse parameter in (4.12) by simply replaaingvith b, (Neter et al. 1989).

With the slope represented by andu.,, W andk defined as described abowe,
can be estimated from (4.12). This value can then be used to set the slope of the
concentration profile in the model. Once the slope has been determined, the profile is
shifted along the concentration axis until the model passes through the measured
concentration. This then defines the reference concentration, and asspgiatEde
parameten. is determined by matching the measured and modeled profiles in thezrange
<z< Z,
4.4.5 Flow and concentration data

Current and suspended sediment concentration profile data obtained using a BASS
and ABS, respectively, at LEO-15 during a 6-week deployment beginning August 23, 1995
are used to estimatg, y anda for the field. The instruments and the LEO-15 study sight
are discussed in Section 4.1.

4.4.6 Current data
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Current data obtained using a BASS deployed simultaneous with an ABS on a single
tripod were used to reconstruct vertical profiles of the current and to determine estimates
of u., andz,, as described above. Current meters were positioned at 45, 80, 165 and 250
cmabove the bottom which was conseld close enough to the bed to occupy the constant
stress region during high wave and current activity, yet far enough away so that the effects
of local bathymetric features such as ripples were not directly affecting the flow measured
by the BASS. A pressure sensor was positioned attiirectly above the highest BASS
sensor. As mentioned abotlee BASS samples &t Hz  for a 15-minute burst each hour.
The mean current was extracted by averaging tHe #cord over each 15-minute burst
and wave parameters were calculated using the individi## durrent and pressure
records. For this deployment, the mean current and wave parameters were calculated using
the lowest pod located 4%nabove the bottom.

During the course of the deployment, some tripod settling may occur causing the
heights of the individual sensors to shift. In additleedforms such as ripples will migrate
past the instrument causing the distance between the bed and the sensors to change over
time (Traykovski et al. 1998). Because of these processes, the measurements made prior
to deployment may need to be adjusted to provide an accurate estimate of the sensor
heights. Grant et al. (1984), in a similar study using a BASS array, stated that shifts of up
to + S5Scmare possible based on estimates of the standard deviation in pod heights obtained
from both a mechanical gauge and an echo sounder. For this study, no such exact
measurements are available so that the maximum acceptable range for the spatially
averaged height of each current sensor is defined asntcsiteria set by Grant et al.

(1984). This may underestimate the variance in ripple height at LEO-15, in a depth of
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approximately 11n, where the ripples are probably much larger than bedforms measured
off northern California by Grant et al. (1984), in a water depth agh9®Reevaluation of
the current profile data using vertical shifts of up to andin the individual pod heights
produced no significant improvement in tRevalues. The lack of significant settling at
LEO-15 may be a result of the different substrates, i.e., Grant et al. (1984) deployed on a
silty bottom, whereas LEO-15 is mostly a medium sand. In any event, the possibility of
tripod settling is noted but considered negligible.
4.4.7 Suspended sediment concentration data

Peter Traykovski of WHOI (personal communication) calibrated the ABS using
surface sediment obtained by divers from underneath the tripod equipped with the ABS.
In analyzing the data, he determined that the major fraction of sediment consisted of
medium sand with an average grain diameter of nddnd a distribution, based on one
standard deviation, of approximately + 0O@8 Based on his calibration, a single grains
size class consisting of 0.8 grains with a density of 2.@fin/cni is used in this analysis.
The ABS was mounted 108m off the bottom looking downwards and produced
concentration measurements ranging froomhbove the bottom to approximately 1@
above the bottom in &mincrements. Inspection of (4.10) shows that the comparison
points are limited to heights greater trgn Because the exact height fcannot be
determined prior to running the model, an initial value o€@Bs chosen. In addition, a
number of bursts showed that the uppeci2®r so displayed a sharp departure from the
Rouse-like profile assumed in the statistical model. One possible explanation is that the
ABS instrument does not provide consistently accurate estimates of concentration near the

instrument head. As an acoustic pulse is emitted, the transducer vibrates for a very short
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time afterwards. Any acoustic energy returned from particles very near the instrument will
not be accurately recorded due to the instrument still ringing from the initial transmitted
signal. Therefore, in the near field of the instrument, concentration estimates may be
contaminated and are not reliable. As a result, concentration measurements wgthin 20
of the instrument are neglected in the calibration procedure. Removing the tirsfi2n

the bottom and the last 2énfrom the top gives approximately 55 concentration values for
each profile. FoN = 55, a minimumR?® value of 0.967 gives a confidence band of
approximately £ 4.7%, which will serve as the limiting criteria for extracting appropriate
bursts. Limiting the statisticalnalysis to heights greater thgns also consistent with the
shear stress estimates obtained from current measurements at heights greaterrthan 44
above the bottom. Of the total bursts, 48 concentration profiles proRfice@.97. For
these 48 bursts, the BASS data were used to identify current profiles that prBfuced
0.96. Extracting only profiles with boff > 0.969 for the concentration afRd > 0.96 for

the current further reduced the total number of bursts to 9.

Examination of the tripod upon recovery revealed dense patches of hydrozoan
(Tubularia croceq growth on the superstructure as well as on the BASS transducers.
Because the exact time bio-fouling began to interfere with the operation of the sensors
could not be determined, the mean current records were consulted and an approximate
cutoff date was obtained by visual inspection of the recorded time series. Significant bio-
fouling of pod 1 (45cm above the bottom) and pod 3 (165 above the bottom) was
suspected to have begaround year day 255, where the current magnitudes, as compared
to the other BASS sensors and an acoustic doppler current profiler that was deployed near

the tripods, showed significadeviations from the data obtained from these other sensors.
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As a precaution, data obtained only before yeara#dyis used in the calibration study.
This further restriction limits the number of available high quality bursts to 5.
4.4.8 u., and Db, statistics and raw data for the chosen bursts

Error estimates arie for both the Rouse parameter andare shown in Table 4.2
for the 5 chosen bursts. Errors for the Rouse parantgteange from + 2.3% to + 4.5%
at the 95% level of significance, which is a consequence of the relatively striRigent
criteria used to extract appropriate bursts. The estimatessifow errors that range from

a low of £ 31% to a high of £ 54% at the 95% level of significance.

Table 4.2 Statistics showing errors associated with the Rouse param)edad(... Error
bounds indicate confidence limits, expressed in percent, at the 95% level of significance.

Year day R (b)) error {,) R (u.) error (i)
241.29 0.98 +3.7% 0.98 +44%
242.67 0.98 +3.7% 0.97 +54%
247.71 0.97 +4.6% 0.99 +31%
247.96 0.98 +3.7% 0.97 +54%
248.58 0.99 +2.6% 0.98 +44%

This is a direct consequence of using only 4 current meters where inspection of (4.18)
shows that error bounds, for a givif; are inversely proportional to the square root of the
number of current profile measurements. Figures 4.3 through 4.7 show the raw profile data
for both the current and concentration for the 5 chosen bursts, along with the slope
estimates which helps to visually illustrate the accuracy of the fit. Most concentration

profiles appear relatively linear on a log-log plot in the raB§em < z < 80 cm , Which
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is the range used to identify log-log profiles. For points lower than abauh2@e data
begins to curve away from the log-log behavior. In addition, all the profiles show at least
a slight increase in concentration in the top few centimetbishywas previously discussed,
represents the near field of the ABS instrument, and occupies the region where the ABS is
suspected to be the least accurate.
4.4.9 Field estimates fory and o

Of the 5 chosen bursts, and Rouse parameter estimates were used to calgulate
and the results are shown in Table 4.3. Estimates range from 0.26 to 0.85 with a mean of
0.43. Because is directly proportional ta. through the Rouse parameter, the error will
be at least as large as that associated wyithThese errors are also shown in the table.
Since the average is well below the widely reported value of 0.74 for stratified atmospheric
boundary layers are also shown in the table. Since the average is well below the widely
reported value of 0.74 for stratified atmospheric boundary layers (Businger et al. 1971), it
seems likely thay may be grain size dependent.

The 5 bursts were also used to calcutateThis was achieved by running the
BBLM with u., andz, estimates derived from the data, and back calcul&tingn this

procedurey., andz,, were given anét, was the initially unknown parameter which was
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Figure 4.3 Selected high quality concentratianand current profilek) data used to
determine the sediment reference concentratioryaridnes indicate best fit as described

in the text.
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Figure 4.4 Same as Figure 4.3 for year day 242.67.
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Figure 4.5 Same as Figure 4.3 for year day 247.71.
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Figure 4.6 Same as Figure 4.3 for year day 247.96.
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Figure 4.7 Same as Figure 4.3 for year day 248.58.
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Table 4.3 Various calculated model parameters and statistics for the 6 chosen bursts.

Year day Y Yo
241.29 0.40 (+44%) 0.9 4.78 X 10
242 .67 0.34 (+54%) 2.2 2.38 X 10
247.71 0.33 (+31%) - i
247.96 0.85 (+54%) - i
248.58 0.26 (+44%) - i
mean 0.43 1.55 3.1 X710

solved through iteration untg, calculated from the model matched that measured by the

BASS. This produced estimates wf, needed to reconstruct concentration profiles.

Because the slope of the concentrationil@®Bibovez, was provided from estimates lof

along with concentration estimates from the best fit line to define the concentration at a

know reference height, it was possible to reconstruct the concentration profile over the

entire boundary layer.

This provided estimates of the concentration in the region

z, < z < z, so thaix could be adjusted to give the best overall fit between the modeled and

measured concentration.

For each of the 5 burstswas varied to produce a family of concentration profiles.

The difference between the measured and modeled concentration at each point was

determined, and then used to calculate the relative error defined as
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1

5 (n(v) - n(@)y|2 (4.19)

In(e) = % |

whereY is the measured data point aMd  is the corresponding best fit. As noted by
Wikramanayake and Madsen (1991), wiees minimized, (4.19) is a least squares fit on

a log-log plot. In addition, (4.19) provides a good method to determined the error for
variables that span several orders of magnitude, as is the case here. As an example of how
(4.19) can be used to interpret the error, a vale=01.23 gives an error 621%.

An optimal value ofx was determined by consulting the relative error from the
family of ¢ values and choosing the one that was the lowest. In some instances, however,
the error continued to decrease uatbecame so small that= al,, became less thag
Under these conditions, a natural extension of the three layer eddy viscosity would be to
reduce the model to a 2-layer eddy viscosity, where the eddy viscosity is constant with
height forz < z, (K = ku.,,Z), and then reverts to a linear increase with height like the 3-
layer model above, (K =«xu..2. For this eddy viosity, the model is no longer dependent
onca. For cases where the minimum relative error asymptotically decreases but does not
reach a minimum beforg becomes less thag it is not possible to determine Bursts
identified as year day 247.71, 247.96 and 248.58 all showed this behavior and therefore
cannot be used to defime It is interesting to note that Davies and Villaret (1997), and
others, have suggested that, for a rippled bed, the eddy viscosity should be constant with
height. Wherz, is larger tharz,, this usually indicates that wave-formed ripples are large.

For example, for year day 247.71, 247.96 248.58, in whiche could not be determined,
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z, was 4.77, 7.71 and 5.Zm, respectively. During the bursts on year day 241.29 and
242.67, where: could be determined, was 2.23 and 0.3&m, respectively. The higher

z, values during the three bursts that could not be used to calyratieggests the
possibility that a different eddy viscosity should be used in these instances.

Figures 4.8(a) and 4.9(a), show the concentration data along with the best fit
obtained by varying in the model. Figures 4.8(b) and 4.9(b) show the BASS current data
along with thecurrent profile obtained by adjustikguntil the measured,, matched that
obtained from the BASS data. The horizontal line on the concentration plots indicate twice
the ripple heightyn, which was also measured during the deployment (see Section 4.5 for
details of ripple height measurements). For both plots, the fit abpigegdod, but then
begins to show a strong divergence from the best fit line for points lower. Past studies of
flow over uneven bottoms have indicated that local effects due to the presence of variable
topography generally extend 2 to 5 times the height of thadochl bedforms (Wiberg and
Nelson 1992). As a result, measurements of mean properties made less than twice the
height of ripples may be directly influenced by variations in topography. In this region, a
single point estimate may not be representatithetpatially averaged flow and therefore
should not be used in a model that does not take into account horizontal variability. As a
result, only data obtained for points greater thara2 used to calibrate As an upper
bound, the modeled concentration is, by definition, already a best fit abgeethat the
calibration is restricted to measured profiles in the rang& 2 < z,. For the profile

identified as year
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Figure 4.8 First of two selected bursts used to calculate the parameisd the
resuspension coefficient. (&) shows the best fit profile by adjustingo minimize the
difference between the model and measured data in the ragior 2z, (b) shows the

corresponding best fit current profile based on measurehdz,.
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Figure 4.9 Second selected burst used to calculate the paranagiegthe resuspension

coefficienty,. Plots are the same as described in Figure 4.8
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day 241.29 this gives 10 data points and/far day 242.67 this gives 16 data points. The
two o values are 0.9 and 2.2, and are listed in Table 4.3.
4.4.10 Estimates of,

With y determined from (4.12), arddetermined by minimizing the error between
modeled and measured concentration profiles, it is possible to obtain an optimal estimate
of vy, by comparing the reference concentration obtained from the time average of (4.6)
timesc, with that obtained by extending the profiles calculated in Section 4.4.9 to the
reference level. The ratio of the time average of (4.6) tigges the concentration
evaluated at the reference level giygs Because (4.6) is dependent on the critical shear
stress for the initiation of sediment motion, there is no a priori guarantee that threshold
conditions will be exceeded. Under such circumstances, an estimgtes oot possible.

Model estimates of the reference concentration for the tingidthat gave estimates both
produced a non-zerofegence concentration. The valuegygfor the two bursts are 4.97

X 10* and 1.91 X 18 . These span several orders of magnitude so that a procedure
consistent with the abowecalibration, where the relative error was used to identify the best

fit value, is to express the mean reference concentration as the geometric average from the
two bursts. This gives a geometric mggof 3.1 X 10° .

4.4.11 Summary ofy, y, and o estimates

The suggested method to calibrateresented in Section 4.4.3 was to obtajirand
b, from the data, and then use (4.12) to derive an estimate. It should be noted, however,
that the error iry is directly proportional to the error in, derived from (4.15) and,
derived from (4.12). Essentially,is a function of the product, andb,, both of which

have quantifiable errors. Examination of Table 4.2 shows that the errarsramge
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between + 31% and * 54% at the 95% level of significance. Errors associatdy alsh
are shown, and range between = 3% and + 5% at the 95% level. For all cases, the error
bound oru,, is much greater than fo. Thus, the error for the product will be at least as
great as the error far.. The large errors associated withmust be kept in mind in this
calibration procedure; especially since it was shown in Section 3.9 that the neutral
concentration solution is sensitive to changesg.irin support of the estimates presented
in Table 4.3, however, other studies have suggested thaly be a function of grain size,
with increases in grain diameter corresponding to decreaggdiil et al. 1988; Villaret
and Trowbridge 1991). Hill et al. (1988) reported 5 experiments where the grain size
ranged from a minimum of 0.0&nto a maximum of 0.032m, which represents grains
slightly smaller than used to calibraten this study. Taking the average of the Hill et al.
(1988) equivalent of for these 5 experiments gives a meamn &f0.55, which is slightly
higher than the average value 0.43 taken from Table 4.3. Because the Hill et al. (1988)
values are fod = 0.03cmit is expected that their estimateyofvould be slightly larger
than for the 0.04mgrains used in this study.

Comparison of the measured and modeled concentration profiles further indicates
that some previously reported valuesxahay be too low for use in the field. Becauase
is a free parameter, it must be verified through detailed profile comparisons which should
include measurements within the transition layer as well as the current boundary layer.
Even though a larger sample of high quality current and coatient measurements within
the wave boundarajer are needed to better defmeand associated, it is encouraging

that the mean of 1.55 obtained from the data lies between 0.5 obtained by Madsen and
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Wikramanayake (1991) based on laboratory current measurements and 2.0 suggested by
Lynch et al. (1997) based on field concentration measurements.

As previously mentioned, values pf obtained in the past have spanned several
orders of magnitude. This notwithstanding, it is encouraging that the average vglue of
= 3.1 X 10? is close to the value suggested Wikramanayake and Madsen (1992). In their
analysis they claimed that fgr/S < 0.18, where)’ is based on the skin friction for the
wave in the presence of a rippled bggs 1.8 X 16° . In this studyy’ is determined using
the skin friction for combined wave and current flows, which is expected to dominate in the
field. For both burstaj’/S. is less than 0.06, so that the order of magnitude estimate of
for rippled beds is in accordance with the theory on which this analysis is based.
45  Models of wave-formed ripples

The instability mechanisms that govern the formation and éwolaf wave-formed
ripples is a process still not well understood; however, the geometrical characteristics of
these ripples and how they respond to vayylow intensities has been studied extensively
in the past (Bagnold 1946; Carstens et al. 1969; Mogridge and Kamphuis 1972; Inman
1957; and Dingler I3). For oscillatory flow over a loose sediment bed, ripples begin to
form once the flow strength increases beyond the minimum required to initiate sediment
motion. Typically, these ripples appear as sharp crested, highly symmetrical, two-
dimensional bedforms with crests aligned perpendicular to the direction of wave
propagation. The above ripple studies have shown that ripple leénfdiefined as the
distance from crest to crest), scales whthand that ripple steepness (defined as the ratio
of ripple heightn, to 4) is nearly constant. The range of flow conditions for which this

scaling holds is called the equilibrium range. Ifftbe continues to increase, a thin, near-
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bed sediment transport layer forms arghdA no longer scale with,. Grant and Madsen
(1982) defined this as the breakoff region. At even higher flow rates ripples wash out
leaving only the thin, near-bed transport layer.

For wave-dominated shelves during small storms, ripples are usually in equilibrium
with the wave, and it is expected thats a function of the ripple dimensions only. Due
to the high correlation between ripple dimensions and wave parameters, a number of
competing ripple geometry models have emerged (Nielsen 1981; Grant and Madsen 1982;
Wikramanayake and Madsen 1991; Wiberg and Harris 1994; Traykovski et al. 1998).
Wiberg and Harris (1994), using data sets obtained from both field (Inman 1957; Dingler
1974) and laboratory (Carstens et H69; Kennedy and Falcon 1965; Mogridge and
Kamphuis 1972; Dingler 1974) studies, concluded that for equilibrium conditions, which
more or less corresponded to what they termed orbital ripplesaled with the wave
orbital diameterd,, (A = 0.63,, whered,= 2A,) and ripple steepness was constam €
0.17). Traykovski et al1098) obtained similar results for ripples they measured at LEO-
15 using an SSS, but with different values for the constart$). 751, andn/A = 0.15. For
stronger flows, Wiberg and Harris (1994) showed ripple length was proportional to grain
size ¢ = 534) and ripple steepness decreased with increasing flow intensity. Based on the
available data, they developed a parametric model that related ripple steephessiay
these conditions. The end result was a ripple geometry model valid for a wide range of flow
conditions, with wave orbital diameter and sediment grain size the only needed input
parameters.

Although the Wiberg and Harris (1994) model approximates ripple length and

steepness reasonable well for a wide range of flow conditions, dimensional analysis
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suggests that other factors such as sediment sizg@n@ andp,) and fluid propertiesp(,
andv) are also important in determining ripple geometry. Wikramanayake and Madsen
(1991) reviewed several fundamental non-dimensional gaessncommonly used in ripple

geometry studies and found that the ratio of the mobility number,

2
u
0, = ——> (4.20)
(s-1gd
to the non-dimensional sediment parameter defined previously,
s = L[(s- 1gd]” 4.21)
T 4v '
was well correlated with available field data, i.e.,
n 0.27X 705 X<3
A, 052X 11 X>3
(4.22)
i _ 1.7X70'5 X< 3
A, 2.1X707 X>3
where the non-dimensional wave and sediment paran¥eterdefined as
§) 4vul
X = = (4.23)

S, d[(s-1)gd]'s



144

ForX < 3 in the above formulations, the -0.5 exponenXfoesults in expressions fqor
andA that are independent of water depth Apdand become functions only of the wave
period. This is a physically unresmable result for the continental shelf under equilibrium
condiions when the ripples are known to scale with As a resultn/A, andA/A, are
recalibrated using the field data obtained by Traykovski et al. (1998) at LEO-15 and the
data used by Wikramanayake and Madsen to obtain (4.22).
4.5.1 Recalibration ofn and A

Wikramanayake and Madsen (1991) usedehndependent field data sets to arrive
at (4.25). The data sets, originally collected by Inman (1957), Dingler (1974) and Nielsen
(1984), wereeproduced in tabular form in Wikramanayake and Madsen (1991). Each of
the three investigators collected sediment grain size, ripple height and length, wave height
and period, and Dingler (1974) and Nielsen (1984) also recorded water temperature.
Wikramanayake and Madsen (1991) converted the originally measured wave heights to

A which is the root mean square maximum near bottom orbital amplitudermhe

brms
maximum bottom orbital amplitude is easily converted to the equivalent near bottom wave
orbital amplitude since\, = y2A_ . . This, along with are used to computs, in
(4.23). The experimental details of how these data sets were collected can be reviewed by
consulting the original references.

During the 1995 deployment, measurements of ripple height and length were
obtained using an SSS (Traykovski et 888). The instrument recorded sea-floor images
every 30 minutes during the course of the deployment. Peter Traykovski of the WHOI

analyzed the images to produce time series of both ripple height and ripple length. A

description of the methods usedcctmvert images to ripple geometry estimates is found in
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Traykovski efal. (1998). Supporting wave, current and sediment measurements from the
1995 experiment needed to calcul@e8) are described in Section 4.4. All four data sets
are combined into one representative data set to detenfiipandA/A, as a function of
X. The method to determine the best fit is adopted from Wikramanayake and Madsen
(1991) who used the relative error as defined in (4.19).

As part of the recalibration study, thdaif, X = 3, determined by Wikramanayake
and Madsen (1991) was varied between a maximum of 5 amcimum of 0.5. The value
that produced the lowestas measured from (4.19), was designated the new cutoff point.
The results of the recalibration are depicted in Figure 4.10. Noticeable is the natural
extension of the Traykovski et al. (1998) data set for sm&llethere the data used by
Wikramanayake and Madsen (1991) are more scarce. A natural cioff agives the
lowest overall error for both/A, andA/A,, with values of 1.31 and 1.25, respectively.
Equivalent errors calculated by Wikramanayake and Madsen (19 =& are 1.88 for
n/A, and 1.75 fol/A,. Close inspection of the best fit curveXat 2 reveals a slight
discontinuity for lines calibrated using the data less than and greater than 2. The error at
the matching point, however, is less than 0.01%rfi@;, and less than 5% fot/A,,

Therefore, the best fit curve shown in Figure
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Figure 4.10 &) Relative ripple height)/A,, as a function of the non-dimensional wave and
sediment parametey, Solid line indicates best-fit curve for the Traykovski et al. (1998)
data (+). Dashed line indicates one standard deviation. Also indicated is the empirical
relation of Wikramanayake and Madsen (1991) Same asa) showing relative ripple

wavelength 4/A,) as a function oK.
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4.10 replaces theriginal equation developed by Wikramanayake and Madsen (1991) and

is given by,
. 0.32X 034 X <2
A, 0.52X 101 > 2
(4.24)
]y 2.04X 023 X<2
A, 2.70X 078 X>2

Because none of the exponentXoih (4.24) are -0.5; andA remain functions oA, as
expected. As an upper bound, Wikramanayake and Métid8f) state that (4.22) is valid
for X as large as 50. For the plot shown in Figure 4.10, however, it appears that (4.24) is
valid up to abouK = 100. In addition, foX > 2, the decay im is nearly proportional to
1/A,. Thus, above the cutoff poinX = 2, ripple height begins to decay as the wave
becomes stronger. This is consistent with earlier statements concerning the measured
behavior of wave-formed ripples for conditions beyond the equilibrium range. For such
conditions, a point will be reached whereno longer scales with, but begins to decay
with increasing wave energy. This is exactly the behavigrwiienX is greater than 2,
and provides a possible first look at the functional relationship betvweserd A, for
conditions beyond the equilibrium range.
4.6  Bottom roughness for combined wave and current flows

In general, sources of flow roughnesgloa continental shelf can be categorized as

either skin friction associated with flow over individual sediment grains, or form drag
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associated with flow over bedforms. Typical examples of form drag in the marine
environment include wave-formed ripples and biologically generated bedforms. The degree
to which biological activity can significantly influence the spatially averaged hydrodynamic
roughness is difficult tquantify for all continental shelf regions. It is generally believed,
however, that bedforms associated with biological activity are more prominent in areas
comprised of soft silt or mud, i.ed,< 0.006cm, whered is the sediment grain diameter
(Grant et al. 1982; Nowell et al. 1981; Rhodes and Boyer 1982).cBegwised of courser
sediment usually occupy high energy flow environments, and it is suspected that bottom
roughness is dominated by processes associated with the flow. At LEO-15, the bed is
primarily composed of medium sized sadd (0.02-0.05cm), so the effects of biologically
generated bedforms on bottom roughness are probably [gstamt. This would certainly

be true during storms when such bedforms would be quickly eroded. In the absence of
wave-formed ripples, sand grains are considered the dominant roughness elemignts and
is proportional tad. For most continental shelf flows of interest, however, wave action at
the surface causes ripples to form on the bottom. In geinersé tipples are several orders

of magnitude greater in height thdso that bottom roughness on wave dominated shelves

is usually scaled by the ripples. During extreme events, ripples wash out so that the
characteristic length scale of the ripples is no longer an adequate medsguréoéler

these conditions, a thin, heavily concentrated near-bed sediment transport layer develops,

and bottom roughness becomes a function of the thickness of this layer.
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4.6.1 Review of bottom roughness models

Past studies of oscillatory flows over a movable bed for equilibrium conditions
reveal that bottom roughness is proportional to the ripples created by the wave motion
(Grant and Madsen 1982; Wikransyake and Madsen 1991). To calculgtender these
conditions, independent estimateszpf k /30 and the ripple parametenisand A are
required. In laboratory experimentsandi are easily obtained by visual inspection of the
wave-generated bedforms, while in the field, ripple geometry can be measured accurately
using acoustical instruments like the SSS, or directly by underwater cameras or divers.
Becausez, is a function of the hydrodynamic characteristics of the flow, direct
measurements are difficult to make, and investigators typically must rely on some
supporting flow or wave energy dissipation model (Wikramanayake and Madsen 1991).
As a result, most bed roughness modelslareved using directly measured bedforms with
z, determined from an independent flow model.

Models that express bottom roughness exclusively in terms of ripple geometry are
generally of two basic forms. The first relates bottom roughness to the product of ripple
height and ripple steepnessgn(4), while the second relates bottom roughness to ripple
height only. For equilibrium conditions, it has been noted that ripple steepness is nearly
constant, suggesting that the only relevant length scale is the height of the ripples.
Wikramanayake and Madsen (1991) reviewed available ripplesuikatory flow data and
found thatk, was well represented by the simple formkya 4n. This expression was
obtained for regular waves in a flume with both artificial and natural bottom roughness
elements using the Grant and Madsen (1986) wave friction factor model to catgulate

Rankin (1997), using a shear plate to measure bottom stress in a sand laden wave flume,
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showed good agreement betweenfljaneasurements and the theoretical friction factor
curve obtained by Grant and Madsen (1979) ukjrg 4n for AJ/k, > 1. Mathisen and
Madsen (1996a) conducted a detailed laboratory experimesiteiomdnek, for pure waves,
pure currents and waves in the presence of currents. Using artificial roughness elements
for co-directional flow only, along with the Grant and Madsen (1986) bottom boundary
layer model and a wave energy dissipation model based on second-order Stokes' theory,
they found thak, was proportional to the height of treughness elements and that a single
length scale was valid for pure waves, pure currents, and waves in the presence of currents.
In a companion paper, Mathisen and Madsen (1996b) further showed that the same
roughness length could beed to describe the current roughness in the presence of waves
if the wave boundary layer height was a&td, and the steady streaming at the edge of the
wave boundary layer due to thaves was taken into account. In all their experiments for
currents, it was found thigi was proportional tg with the proportionality constant ranging
between 7-16. Although thiange is somewhat higher than suggested above, it should be
noted that they used artificial roughness elements which may produce a larger roughness
than expected for equilibrium ripples. The point is that a single length scale proportional
to the height of the roughness elements provides an accurate model for pure waves, pure
currents, waves in the presence of currents and currents in the presence of waves for
unidirectional flows using artificial roughness elements that approximate the geometry of
wave-formed ripples.

On the continental shelf, irregular waves and directional spreading are prominent
and may affect the bottom roughness in a manner not measwitiitea laboratory flume.

For example, ripples in the field formed by irregular waves are usually more round crested,
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and it is hypothesized that the roughness due to these generally smoother bedforms will
differ from values obtained in the laboratory. In addition, waves flowing at arbitrary angles
to the current will influence the roughness experienced by the mean flow in a manner not
consistent with unidirectional flows, since the effective wavelengtheofipples, as viewed
by the mean current, can be much greater thadnder these conditions, a directionally
independent roughness model that isjuely a function oty may not accurately represent
the spatially averaged bottom roughness experienced by the mean flow. Sorenson et al.
(1995) found that the formulg = 6n[|cosb., |]"*B, Was a better predictor for the field,
wheref, is a constant with an average value equal to 0.19. For unidirectional flows, this
givesk, = 1.14), which is lower than the typical valuk, 7 4n, quoted in the past
(Wikramanayake and Madsen 1991). While the Sorenson et al. (1995) formula still
maintains a linear relation betwegrandk,, it also includes a term to describe the effects
of waves and currents flowing at arbitrary angles, which is the case generally encountered
in the field.
4.6.2 Bottom roughness in the presence of a near-bed transport layer

For stronger flows, ripples washit so that ripple height is no longer a meaningful
characteristic length scale. Under these conditions, studies have shown that a heavily
concentrated near-bed transport layer develops, and that bottom roughness is proportional
to the thickness of this layer (Smith and McLean 1977; Grant and Madsen 1982; Dietrich
1982). Based on analeg with saltating grains in the atmospheric boundary layer (Owen
1964), Grant and Madsett982) developed an semi-empirical model relalintp the
thickness of the transport layer. To obtain an analytical expression they simply partition

the bottom roughness into a contribution from the ripfdesind a contribution from the
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near-bed transport layek, The total roughness is then definedkas k, + k. In their
model,k is proportional tahe thickness of the near bed transport layer which is related to
the bed shear stress based on a flow roughness proportional to grain size. Similar
expressions for steady flows have been obtained by Smith and McLean (1977).

Based on a re-analysis of sheet flow data collected by Guy et al. (1966), Wiberg and
Rubin (1989) showed that both the Grant and Mad$682) and Smith and McLean
(1977) models overestimatkdy as much as an order of magnitude. To obtain results that
were consistent with the Guy et al. (1966) data, Wiberg and Rubin (1989) used a modified
version of &, formulation originally developed by Dietrich (1982). Wilson (1989) found
that the equivalent roughnekgg, due to sheet flow was linearly proportional to the Shields

parameteny,

U]
=5¢ = —p(s ~gd (4.25)

o|x

wheret," is the bottom shear stress calculated using a roughness that is proportional only
to grain size. The high quality of his linear fit implies the equivalent roughness is
independent of grain size for the medium to course grains Wilson (1989) used. More
recently, Tolman 1994) showed th& model of Wilson (1989) to be in qualitative
agreement with the re-analysis of Wiberg and Rubin (1989). Because the Wilson (1989)

model relate, to the independent wave parametgrandA,,

5, 2.5¢,, U
% _ rtbl _ waub (426)

p(s- 1)gd (s- 1)gd



153

where

Ab 0.4
C, = 0.114 — (4.27)
(s-1gT,

and not the shear stress like the Wiberg and Rubin (1989) and Dietrich (1982) models, it
is adopted for this study. Correcting for misprints in Tolman's (1994) paper, the relative

roughness for sediment transport is given by

U2 1.4
& poesq (4.28)
A, (s - 1)gA,

Because the individual coriutions to the total roughness from ripples, individual grains,

and the near-bed transport layer are expected to dominate for non-overlapping flow and
sediment conditions, the three sources can be treated independently. Under this assumption,
the full bottom roughness model is expressed as the sknaudik, which are defined in

(4.24) and (4.28), respectively, and

4.7  Field estimates fork,

Because several models for both ripples &pdhave been presented, field
measurements obtained at LEO-15 are used in conjunction with the BBLM to determine
which combination of ripple and bottom roughness formulations are the most accurate.
This is an important issue since several of the methods used to arrivekatatimeulas
presented above are derived using the Grant and Madsen (1986) two layer eddy viscosity
model, which is qualitatively different from the 3-layer model presented here.

4.7.1 Flow data
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Two flow data sets, both obtained using the BASS instrument, are chosen to
determinek,. The first includes the 1995 deployment described above and the second is
during a 17-day period in August 1994. The 1994 deployment is chosen because the
experiment captured an early northeaster, and the 1995 deployrcieotén because ripple
height and length were measured in conjunction with the current.

4.7.2 Bottom roughness estimates for the 1994 experiment

Figure 4.11 shows time seriesigfandu, for the 1994 deployment obtained from
BASS pod 1 located 5&mabove the bottom. The obvious featiare the passage of three
events centered on year day 227, 231 and 235 which coincide with Tropical Storm Beryl,
Hurricane Chris and an early northeaster, respectively. In order to limit the confidence
band oru,, to + 25%, Grant et al. (1984) showed tRamust be greater than 0.993 at the
95% level of significance using a four current meter BASS array similar to the one used in
this study. Drake and Cacchione (1986), using a different measuring system but one also
equipped with four current meters, used as their limiting crifefiz> 0.98 , Which gives
a confidence band of + 43.5% at the 95% level of significance. For this study, a minimum
R? value of 0.99 is chosen, giving a confidence band.paf + 31% at the 95% level of
significance. For each 15 minute buityalues were calculated to identify profiles that

were highly logarithmic. Again the data were checked
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Figure 4.11 Time series of andu, for the 1994eployment. The X's indicate bursts with

R? greater than 0.99.
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for tripod settlingwhich was determined to be negligible. From the full record, a total of
15 produced?® > 0.99, which are also identified in Figure 4.11.

Figure 4.12 shows,, andz,, calculated from the neutral version of the BBLM, as
described in Section 3, and the ripple geometry model (4.24). Also shown are the shear
stress and apparent roughness measured by the BASS for the 15 chosen bursts. It is seen
that the bottom roughness formula of Sorenson et al. (1995) under estimates the bed
roughness in allases. In order to obtain results that better agree with theBdatas set
equal to 0.5 for the modified Wikramanayake and Madsen (1991) model. After this
modification, the model accurately predicts the shear stress and apparent hydraulic
roughness for most of the stoffigure 4.13c, d) but still under estimates during the other
time periods (Figure 4.13a, b).

The fact that the model consistently under estimateturing the pre-storm time
period (Figures 4.12 and 4.13) can be explained through the model's inability to represent
the bottom roughess. A necessary condition for the ripple geometry model to accurately
predict ripple height is that the bowamg stress be great enough to move sediment. During
times of low wave and current activity, the minimum shear stress for itreiam of
sediment motion will not be exceeded. Under these conditions, the ripples cannot be
considered in equilibrium and the ripple geometry models will fail to provide an accurate
estimate ofm. For all chosen bursts prior to year day 235 and after year day 236, the
minimum shear stress for the initiation of sediment motion is not exceeded. Brgca@ise
under estimated during thesersts, so is the bottom roughness. One possible explanation
is that ripples formed during some past event strong enough to move sediment, and thus

create equilibrium conditions, are acting as relic roughness elements.
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Figure 4.12 Comparison of measured and modeleahdz, for bursts that indicat@®

> 0.99 for the 1994 deployment using the Sorenson et al. (1995) bottom roughness
equation. &) measured (open circles) and modeled (b) same asd) showingz,. (c)

and ¢) are enlargements a)(an 0), respectively during the storm. Note that in all cases

the modeled values are lower than those measured. Error bars indicate 95% confidence.
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Figure 4.13 Same as Figure 4.12 but with the pararfigtst equal to 0.5 to give a better

comparison between the model and data during the storm .
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These relic ripples could be larger than the ripples predicted by the model for the time
periods indicated and subsequently could be responsible for generating a larger bed
roughness. Inspection of Figutell indicates that bursts on days 228.4, 228.6, 231.8 and
232.8 are on the trailing side of two wave events, so the existence of relic ripples is likely.
If n values derived from the peak of the two events just prior to year day 228.4 and 231.8,
respectively, are input into the mode], estimates are ineased but are still not as accurate
as during the final storm on year day 235. Because the ripple geometry model is not valid
for flow conditions too weak to move sediment, and the fact that no direct measurements
of the bed forms during this experiment are available, it is not possible to unequivocally
establish from this data set alone why the model tends to under estinthieng these
times. It is highly likely, however, that the existence of relic ripples plays an important role
in determining bottom roughness during times of relatively weak combined wave and
current activity.
4.7.3 Bottom roughness estimates for 1995 experiment

Although the 1994 data indicate thede! is accurate during a small storm, a more
extensive set of measurements obtained during the second deployment in 1995 are used to
further gauge the predictive capabilities of the model foider variety of flow conditions.
Figure 4.14 shows, andu, calculated from pod 1, which for this deployment is located 45
cmabove the bottom. An interesting feature of this datarsethe relatively high, values
for nearly half of the deployment beginning on year day 240 and continuing until year day
255. Examination of weather records (WXP, Purdue University 1997) indicate a period of
extended hurricane activity in the North Atlantic during this time period. Although none

of these storms reached the New Jersey coast,
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Figure 4.14 Time series of andu, for the 1995 deployment. The X's identify bursts for

R > 0.99 and that indicate sediment resuspension as measured by the BBLM.
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swell associated with these events did increase wave activity at LEO-15, giving a fortuitous
opportunity to examine boundary layer flows for an extended period of wave dominated
conditions.

Figure 4.15 shows time series of modeled and measuraddz, using the same
R? criteria established for the 1994 data. Because the ripple geometry model is accurate
only when sediment is in motion, the comparison is restricted to time periods that the model
indicates sediment resuspension. From the figure it is seen that the modeled and measured
u.. andz, values agree relatively well for a majority of the time periods shown. Major
exceptions include bursts on day 242.9, 247.0 and 248.1, where the model consistently
under estimates both, andz,. During these bursts, the direction between the wave and
current are 64, 83 and 88 degrees, respectively, which indicates that the wave induced and
mean current on year day 247.0 and 248.1 are at near right angles. Because these three
bursts represent the greatest direction between the wave and current for the whole record,
it is suspected that the directional dependence may not be properly accounted for. If a
directionally independent bottom roughness mokjet 3n) for these three bursts is used,
then the comparison between the measured and madglkedz,, is improved (Figure
4.16). This suggests that the modified Sorenson et al. (1995) model may not accurately
represent bottom roughness during these time periods. One possible explanation is that
when the wave and current are at near right angles, the effects of the wave-formed ripples
are not properly accounted for.

The reasoning which suggests bottongtmess is directionally dependent is based
on a description of the mean flow where individual water particle trajectories are not taken

into account. If all that is present is a mean flow parallel to the ripple crests,
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Figure 4.15 Comparison af, andz, for the 1995 deployment using the modified
Sorenson et al. (1995) bottom roughness equati@). méasured (open circles) and
modeledu... (b) same asa) showingz,. (c) and () are enlargements o&) an ),
respectively during a small event clustered around year day 244. Error bars indicate 95%

confidence.
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Figure 4.16 Same as Figure 4.15 using the directionally independent bottom roughness
model k = 3n). Note the higher correlation between measured and modeled values for

year day 242.9, 247.0 and 248.1 as compared to those shown in Figure 4.15.
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an individual water particle traveling along a ripple crest, or trough, will sense a roughness
due primary to the individual grains. In flows where the wave and current are at near right
angles, and in the usual case where the ripple crests are aligned with the wave crests, a
water particle will be advected back and forth along lines running perpendicular to the
ripple crests due to the superimposed wave motion. While the mean motion may be along
the ripple crest, the water particles actually are carried at right angles to the mean flow
direction and, during the first half of the wave cycle, may cross over a neighboring ripple
trough or even as far as an adjacemlérest before it returns to its center point. During
the second half of the wave cycle the particle will beea in the opposite direction, again
passing over adjacent ripple troughs and crests. The effirt apples will be maximized
if the relative strength of the wave is much greater than the current, and minimized if the
current is the same order of magnitude or greater than the wave. This means that wave-
formed ripples, during wave dominated conditions, may influence the spatially averaged
mean current roughness even wkepis near 90 degrees.
4.7.4 Reevaluation of bottom roughness for a rippled bed

In light of the need to adjust the parameter multiplyinig the bottom roughness
model, combined with the fact that the directionally dependent model of Sorenson et al.
(1995) does not appear to be @msally applicable, a reevaluationlgfusing the data sets
discussed above is presented.

One weakness in the Sorenson et al. (1995) model may be the explicit dependence
of the bottom roughness on the angle between the wave and current. As shown above,
during wave dominated conditions, the time average shear velocity is more accurately

described in terms of a directionally independent model rather than as a funepign of
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The idea, however, th&g should be a function of both the wave and current is probably
more in tune with the underlying physical principles. One possithiliti/takes into account

both the direction and the relative strength of the wave and current is to dxpnesms

of the angle between the ripples (i.e., the wave direction) and the combined flow. For
periods when the wave is much stronger than the cuamedithe direction between the two

is near 90 degrees, the ronglss felt by the mean flow, as water particles advect back and
forth across lines running perpendicular to thele crests, will be substantially influenced

by the stronger wave. If, howevdy,, is near 90 degrees but the current stress is strong
relative to the wave, then the roughness will be more accurately described using the
individual grains, as the height of wave-formed ripples are probably in a state of decay.
With this in mind, the angle which defines the direction betweemandz,, ¢., replaces

¢., In the Sorenson et al. (1995) bottom roughness model.

In order to reevaluate bottom roughnesisig the data sets from the 1994 and 1995
deployments, it is necgary to obtairk, independent of ripple height. This is achieved by
running the BLM with u., andz,, estimates derived from the data, and back calcldlate
As was done to determine the valuesuplu,, andz, are given and, is the initially
unknown parameter which is solved through iteration agtdalculated from the model
matches that measured by the BASS. For both the 1994 and 199§ datketermined
from the BBLM along withp_and¢,,. Taking the ratio ok/n, wheren is derived from
(4.24), and plotting as a function obsp,,, andcosh. gives the results shown in Figure
4.17. A discernable pattern in whiglin is a function of eithecosp,, or cosp. is not
apparent in the plot. A more accurate stewt would be that/n is independent of either

parameter with an average value of about 2.3. It should be noted, howevewgphég
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near 1 for all cases shown. This means that for both data sets, the relative strength of the
wave, as expressed lpy, is much greater than the current. Under these circumstances, it

is not possible from this data set alone to determine the directional dependence of the
bottom stress. Therefore, the functional form of the directionally dependent model of
Sorenson et al. (1995) cannot be determined here and will remain unchanged with the
exception thab,,, is replaced by _, and the constant multiplyingis set to 2.3.

Figure 4.18 shows., andz, calculated using botk = 2.3[|cosp,, |]"* and
k. = 2.3n[|cosp []*?. The estimates obtained usifgare a slight improvement over
those obtained usinfy,,. A similar trend oaars for the 1995 data (Figure 4.19), where the
estimates obtained usidg are much more accurate for the two casegeam day 247.0 and
248.1 whereb,,, is 83 and 88 degrees, respectively. The limited model/data comparisons
presented here supports the usé ajverd,,, yet emphasize the strong need for controlled
studies on movable bed roughness for waves and currents flowing at arbitrary angles.

In summary, the model proposed here uses the modified Sorenson et al. (1995)
bottom roughness formulé (= 2.31[|cosp.|]*?) to calculatek, and (4.24) to calculate
Although this model is formallyimited for flows in whichn is the dominant roughness
parameter, the extension beyond the equilibrium range is probably not a significant
violation of the theory due to the findings of Wikramanayake and Madsen (1991), and

Sorenson et al. (1995), who claim that usings the only roughness length
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Figure 4.17 Non-dimensional bottom roughrigssas a function of the cgsderived from
chosen bursts in 1994 and 199b. is the angle between the wave and current shear stress

components, andl., is the angle between the current and wave velocities.
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Figure 4.18 Reevaluation &)(u., and p) z,, estimates for 1994 using the modified ripple
rougmess modified described in the text. Symbols and error limits are the same as

described in Figure 4.12.
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Figure 4.19 Same as Figure 4.18 for the 1995 experiment.
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was valid for the variety of flows they studied. For extreme flow conditions, the ripples
will disappear andk, will be a function of the near-bed transport layer. For these
conditions, the sheet-flow roughness model of Wilson (1989) is included in the BBLM.
4.7.5 Summary and discussion df, estimates

The previous analysis also showed that, after reevaluation of the Sorenson et al.
(1995) bottom roughness model with the aid of the data sets described here,
k. = 2.3n[|cosd. []** was superior to the original Sorenson et al. (1995) model for flows
categorized as wave dominated. This was illustrated for bursts obtained during the 1995
deployment where the Sorenson et al. (1988Jlel under estimatad, wheng,, was near
90 degrees. Similar results were obtained during the small storm during the 1994
deployment. It should be noted, however, thatSorenson et al. (1995) data possessed an
appreciable contribution from the current, so that the directional dependence was more
likely to appear in their data set.

Another factor that may affect the bottom roughness calculation is the existence of
a near-bed transport layer. At the onset of sheet flow condikiomsy be on the same
order of magnitude ds, making it difficult to separate the individual contributions from
these two parameters to the total bottom roughness. Bed roughness calculated using (4.28)
for all bursts examined, however, indictés at least two orders of magnitude less than
k.. These low values are consistent with the findings of Wilson (1989) who suggests that
sheet flow conditions occur when

2.5m2¢c,, A

— 2 >1 4.29
(s -1)gdT. (4.29)
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where the ratio represents the threshold for sheet flow conditions and is based on Wilson's
(1989) empirical analysis usirsipeet flow data under waves. For the 1994 and 1995 data,
this ratio is always less than 0.33 and 0.21, respectively, so the existence of a near-bed
transport layer, and an associated contribution to the total bottom roughness from the
parametek,, are both unlikely.

Finally, it must be mentioned that the above analysis was conducted using the
neutral boundary layer model. This was justified based on comparisQrpoédicted from
both the stratified and neutral models which showed for all bursts in 1994 that the
maximum difference between the two was less than 4.2%. For 19€85f#hisnce was less
than 0.07%. Both these error percentages are much less than the minimum criteria of =
31% at the 95% confidence level established fouthestimates from the BASS profiles.
As a result, the potential errors associated with the effects of suspended sediment-induced
stratification are noted and neglected.
4.8  Directions for future research
4.8.1 Estimates fory,, y and o

Although thelimited model and data comparison suggests that the values reported
for v, Yy anda represent reasonable estimates for use in applications, it is important to
address a few related issues that should be considered in future calibration studies.
Traykovski et al. (1998) show that the calibration curve that plots acoustic intensity as a
function of grain size for a given concentration is near a maximum and almost constant for
the grain sizes measured at LEO-15. Thus, sediment with grain sizes that fall within a small
range of that used to calibrate the instrument will regiggyr similar concentration values.

This means the concentration measurements may actually represent a small distribution of
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particle sizes that will have different fall velocities and different vertical profiles. It is
possible that grains ranging within a small distribution aroundd@r0zbuld represent the
dominant class for an individual burst and that the grain diameter used to calibrate the
coefficients is not representative of the actual sediment. As a result, calibrating the model
with either the 0.05 or 0.08ngrains would probably change the valueg ok andy,,.
Additionally, if the exact size and distribution of the sediment is not well defined,
three other problems can emerge. First, because of the time scales involved, it is not
evident that a single surface sediment sample will accurately represent bed composition
throughout the entire deployment. This is especially true during storms when the surface
layer may be eroded. For the LEO-15 study site, this is probably not an issue due to a
comprehensive grain size analysis which concluded that surface sediments at Node A are
indicative in composition and distribution to sediment just below the surface (Craghan
1995). In order toaach older deposited, and possible finer, sediment, it would be
necessary to erode at leashDf the surface layer. This is not likely for the time scales
involved during the 1995 deployment. It must be noted, howiaagrbed armoring, which
removes the fines leaving only the courser sediment at the top, would cutoff the supply of
finer sediment for resuspension. Second, estimates of the settling velocity of the grains,
which are also dependent on grain size, are still a relatively unknown for the field (Yogesh
Agrawal, Sequoia Samific, personal communication). As a result, virtually all sediment
transport models rely on empirical relationships, like (4.13), which are determined in
controlled settings using known sediment grain diameters and distributions. Third, non-
local processes such as advection may lead to errors in estimates of sediment grain size

since the analysis here assumes the only sediment source is local resuspension. Problems
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associated with advection will also depend on grain size since smaller sized grains can be
more easily advected than larger sized grains. The ABS, however, which is much more
sensitive to the larger graiagad is calibrated using bed sediment, is not likely to sense the
advected fines. Overall, the inaccuracies in lijtand w; must be considered when
modeling suspended sediment concentration profiles for heterogeneous sediment beds.
Instruments designed to make these high-resolution measurements (Yogesh Agrawal,
Sequoia Scientific, personal communicatiomjoldd be used in conjunction with
instruments like the ABS to begin to answer some of these questions.

The statistical models used in the calibration procedure implicitly assume that
stratification is negligible. Because the interest here is to study stratified flows, the use of
the neutral models in the calibration procedure needs justification. The neutral models are
used because the chosen method to calculate the shear stress and other model parameters
is based on the logarithmic profile technique which implicitly assumes that stratification is
negligible. The degree to which this method is valid is determined from the regression
analysis, which is why such a highthreshold is chosen to calibrate the model parameters.

It is hypohesized that the stringeRt criteria, even though it eliminates a majority of the
available profiles, is necessary since the main objective is to calibrate important model
coefficients, which either have a history of varying over several orders of magnitude or
have never been properly validated in the field. Additionally, comparisansfodm the
stratified and neutral version of the model showed relative differences of less that 1% for
the 2 bursts that produced a non-zero reference concentration.

With these concerns in mind, the main quantitative statement concerning the

parameter calibration is that the selected high-quality data suggest the 1-dimensional
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diffusive model is adequate for field conditions similar to those examined in this study.
Based on this reasoning, the following values are suggested for use with the BBLM:

1.5,y = 0.43 and/, = 3.1 X 10’ , which are determined by averaging the individual values
shown in Table 4.3. Clearly, the model calibration study has revealed the need for
comprehensive measurements of particle size spectra and settling velocity, and has sparked
a new focus on additional calibration methods and statistical procedures.

4.8.2 Bottom roughness

Two important issues regarding bottom roughness on the contirtezifdiave been
addressed - the existence of relic ripples and the need for a better understanding of the
spatially averaged bottom roughness for waves and currents at arbitrary angles. If the
model indicates flow conditions too weak to suspend sediment, then it is not possible to
accurately determine ripple height, which, in turn, is needed to calculate bed roughness.
This is a concern since the ripple roughness model is a function of wave parameters only
and will predict a finite ripple height during periods if it is not first checked to see if
sediment is in motion.

For long-termmodeling studies that include extended periods of weak flow where
bed reworking by biological activity and the existence of relic ripples are both likely,
conditions will exists where it is not possible to obtain accurate estimates of the ripple
roughness. During these time peis, two options are available to deternipeFirst, the
model can be run with values obtained from the instantaneous wave parameters even
when the model indicates conditions too weak to move sediment. This could either over-
estimate or underestimatesince there is no way to quantify the size of the relic ripples.

Second,n values obtained from the most recent time step that indicate equilibrium
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conditions can be used for successive time steps until equilibrium conditions are again
reached. If the period between two successive equilibrium flow events is relatively long,
this method will over estimatg due to eventual ripple erosion caused by the rounding out
of the ripple crest as the lesser flow moves grains off the ripple peak, and other influences
such as bed reworking by biological organisms. Because the majority sediment flux is
probably confined to storms with sufficient energy to resuspend sediment, problems
associated with relic ripples are not a concern. During weaker flow events, however, small-
scale processes like ripple migration may be a significant source of long-term transport
(Traykovski et al. 1998). Ultimately, the need to address the influence of relic ripples on
flow and sediment dynamics for studies of up to several years is important, since a

significant fraction of this time will consist of relatively weak flow conditions.
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5.0 MODEL APPLICATIONS: LONG-TERM SEDIMENT TRANSPORT AT

LEO-15

It is generally known that stornase a primary cause of sediment resuspension and
transport on the continental shelf. It is also known that the frequency of storms usually
increases during the winter months. Data obtained by Drake and Cacchione (1985) and
Cacchione et al. (1987), during a wintieployment off the northern California coast in 85
m of water, indicated that four storms with a combined duration of approximately 12 days
were responsible for between 30 and 50% of the annual sediment transport. Field studies
designed to measure near bottom flow and sediment transport such as STRESS have
capitalized on this fact, and have provided valuable information on the conditions that lead
to these energetic transport events during the winter months (Sherwood et al. 1994). Less
understood ishe seasonal variation in sediment transport and the corresponding potential
for summer-time storm events to mobilize and transport bed material. A major obstacle
hindering such studies is a lack of sufficiently long time seriegaf-bed wave and current
observations to drive bottom boundary layer models. This lack of long-term information
has forced investigators to rely on sporadic measurements obtained as part of intense but
short-term boundary laystudies such as CODE or STRESS, or non-local measurements,
such as wave data obtained from surface NOAA buoys and statistical models of near-bed
mean flow, to infer londgerm flow and sediment transport conditions at the bottom. Such
measurements have neither the temporal coverage nor the near-bed mean flow information
to characterize long-term patterns of sediment movement.

Due to a recently initiated multi-year field programtba Eel shelf off the northern

coast of California, this historic lack of long-term in sitaasurements is no longer a major
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limiting factor (Nittrouer and Kravitz 1996). Initiated in 1995, this long range study
consists of a series of heavily instrumented intense short-term experiments to measure wave
and current velocities, suspended sediment concentration profiles and bottom elevation at
various cross-shelf locations, embedded within a long-term study that includes a minimum
3-year investigation at mid-shelf to record flow and sediment patterns (Wiberg et al. 1996).
The study site is located in @@of water, and overlays a transition region where shallower
deposited sand gradually gives way to silt asmhter deepens and direct forcing by waves

and winds becomes less energetic.

Although this experiment providesrae of the first available high-resolution long-
term data sets to drive boundary layer models, general inferences on shelf sediment
dynamics from results obtained during this study will beicted to areas that have similar
sediment types, water depths, and wave and currentiomsdi In areas such as the Middle
Atlantic Bight (MAB), which includes the continental shelf offshore of New Jersey, long-
term wind patterns and shelf characteristics are strikingly different. Throughout the
summer and fall, hurricanes in the Atlantic Ocean form a significant source of long-period
energetic swell and strong winds. Equivalent systems off the coast of northern California
are practically non-existent, since eastern Pacific hurricanes rarely make landfall north of
the Mexican-United States border (WXP, Purdue University 1998). As a result, most direct
summer-time wind and wave forcing sused by either local subtropical storm systems or
long-period swell associated with distant storms. In addition, mid shelf water depths off
the northern California shelf are O(101), with a bed composition primarily composed of

fine sand to silt. Typical mid shelf depths offshore of New Jersey arer@®(Mith a
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substrate of mostly medium sand. Therefore, there are likely to be differences in sediment
transport patterns off the northern California coast compared to offshore New Jersey.
With these concerns in mind, the primary objectives in this section are to utilize
nearly two years of S4 wave and current data to drive the BBLM, and to investigate long-
term sediment flux at LEO-15 based on model predictions. After a description of available
long-term data sets and model input parameters, model results are examined. Processes
found toinfluence long-term transport, which include seasonal variability, event duration
and storm intensity are discussed, followed by a narrower focus on the mechanisms of
cross-shore transport patterns, emphasizing the coupling between atmospheric forcing and
local bathymetry. Finally, the major findings of this study are summarized.
5.1 Input model data
As previously mentioned, LEO-15 is the center-piece of a multi-platform
observational network designed for long-term monitoring of coastal processes. In
accordance with the long-term monitoring strategy, a pair of S4 current meters equipped
with salinity, pressure, temperature and OBS sensors have been deployed episodically over
the past five years at LEO-15. Because one of the primargts is to obtain current data
to drive bottom boundary layer models, both S4's are programmed to samplefat 2
total 18-minute burst each hour. To provide optimal long-term coverage of near-bottom
current and wave patterns, the S4's are deployed in series at Node A (74.26W-39.46N) 1
to 2m off the bottom (Figure 4.1). Initially, the S4s were placed at a heightnajf2the
bottom, and then were lowered tonlin early November 1994 due to the construction of
a new mooring system. As battery power and storage capacity on one S4 runs low, it is

recovered and replaced witte other fully charged unit. Since the initial test deployment
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in 1993, the most continuous set of measurements were colled@@4rand 1995. During
this time period the S4 flow and pressure data were used to calculate model input
parameters as described in Section 4.
5.1.1 Input wave and current data

The 1/2-second record for eat8-minute burst was Fast Fourier Transformed and
converted to the near-bottom orbital velocity spectrum, which was therexted into
equivalent maximum near-bottom wave orbital veloaity using (4.8). Figures 5.1 and
5.2 showuy, for 1994 and 1995, respectively. For both years sharply peaked with a
variable range from aroundcn/sto over 70cm/s With few exceptions, the larger peaks
(u, = 30cm/9 cluster around the winter months. The distribution between the two years
shows 1995 having fewer peaks overc#fysthan in 1994, indicating generally stronger
wave conditions for 1994. Equally apparent are episodicgdgus scattered throughout the
2-year period. These gaps reflect unavoidable S4 down time for maintenance and the
commitment of these instruments to overlapping field experiments. These few data gaps
notwithstanding, the combined S4s were operational 78% of the time during the first year
and 70% during the second, and gave at least partial coverage for all seasons. Figures 5.3
and 5.4 show equivalent wave radian frequeacywhich was calculated using (4.14) as
described in Section 4.4. The patterns migim thatw, is also very peaked. For both
yearsw, is confined between a narrow band of frequencies that range from about 0.5 to 1
s'. Within this band, howevet, is highly variable. The 0.5 andst limits translate to
a wave period range of about 6 tosl@/hich represent typical short period storm generated

waves (6s) and lower frequency ocean swell (92 Figures 5.5 and 5.6 show mean

current,u,, derived from the combined S4 data sets. The time series represents hourly
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averages calculated from the mean of each 18-minute burst. The heighthich the

mean current is recorded is taken as the height of the S4s. Prominent features in the record
include the strong semi-diurnal tidal signal embedded within lower frequency motion
associated with synoptic weather systems and other subtidal forcing. Finally, Figures 5.7
and 5.8 show the angle between the wave and curpgptwhich is highly variable

throughout the 2-year time period.
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Figure 5.1 Maximum near-bottom wave orbital veloaity,derived from S4 current meters

for 1994. Noticeable are sporadic data gaps indicating S4 downtime.
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Figure 5.2 Same as Figure 5.1 for 1995.
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Figure 5.3 Equivalent wave radian frequengy calculated using the 1994 S4 current data.
For the most party is bracketed between 0.5 and’lwhich represents typical swedb (

= 0.5s") and higher frequency wave associated with local stoen¥s1.0s™).
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Figure 5.4 Same as Figure 5.3 for 1995.
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Figure 5.5 18-minute average current spegdierived from S4 current meter for 1994.
Current speed is variable, containing both higher frequency tidal constituents and lower

frequency motion associated with atmospheric forcing and other low frequency sources.
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Figure 5.6 Same as Figure 5.5 for 1995.
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Figure 5.7 Angle between the wave and curreps,derived from S4 records during 1994.

The angle is highly variable for the year.



188

Figure 5.8 Same as Figure 5.7 for 1995.
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5.1.2 Input sediment data

In addition to wave and current data, the BBLM requires as input sediment grain
size, sediment density and sediment distribution in the bed. Surface sediment samples
obtained by divers at LEO-15 in the summer of 1994 were analyzed for grain size
distribution and type. The predominant sediment type consisted of noncohesive medium
sized quartz sand with a density of 2g88/cmi. Grain size distribution was determined by
dry sieve using a total of eight mesh sizes ranging from 0.1 tac8f01The results from
the dry sieve indicated that the dominant size class consisted amdiains, constituting
~35% of the bed total. With the medium sized grains contributing only 1/3 of the total, a
more accurate representation of the true bed composition is obtained using multiple grain
size classes. Because it was shown in Section 3 that the stratification correction is more
sensitive to the smallergns, it was determined that a small distribution, weighted by the
relative contributions from grains both smaller and larger than the mean, would be used as
input to the model. Based on the particle size Higion obtained from dry sieve analysis,
sediment concentrations were grouped into three representative grain size classes to define
the distribution in the bed. The three size classes represent smalld®024dium (0.050
cm) and large (0.088m) sized grains with relative concentrations of 48%, 35% and 17%,
respectively, of the total bed concentration. This modifies the reference concentration for
each grain size class singalefines the total concentration in the bed. For each grain size
class, the reference concentration is multipliethigyfraction that each particular size class
contributes ta,. Additionally, the model parametaetsy andy, are set with values 1.5,
0.43 and 3.1 X 18 , based on the results from the calibration study in Section 4.

5.1.3 Sediment transport event criteria
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The model was run for the 2-year time period using the input wave, current and
sediment parameters just discussed. Output time series of relevant sediment parameters to
be discussed were generated and used to identify sediment transport events. Because
sediment resuspension is episodic, there will be periods when the model will skip through
several days or even weeks before identifying the next sediment transport occurrence.
Clearly, these occurrences will have a distribution that can be used to identify dominant
forcing agents responsible for entraining and transporting sediment. Time series of the
sediment concentration output from the model were used to identify the duration of each
sediment resuspension occurrence, which was then ranked according to the number of
consecutive hours that showed resuspension. The results are displayed in Figure 5.9(a).
The vertical axis signifies the number of times the model predicted sediment resuspension,
and the horizontal axis shows the division of these resuspension occurrences grouped by
duration. For example, the first vertical bar indicates the total number of occurrences
whose combined total lasted 1, 2 or 3 hours. The last vertical bar indicates all occurrences
with durations greater than 22 hours. Obviously, the short resuspension occurrences make
up the majority. When these values are weighted by the number of hours per occurrence,
however, it is clear that occurrences with a duration greater than 22 hours account for the
majority of sediment transporting time periods (Figure 5.9b). Interestingly, a well defined
spectral gap occurs around 17 hours separating the large scale transport occurrences from
the short-term occurrences. Using this spectral gap as a guide, a sediment teaesgport
is defined as any 17 consecutive hours or greater of non-zero sediment in suspension. The

event will further be defined
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Figure 5.9 @) Distribution of sediment transport occurrences for the two-year time period.
Vertical axis indicates the total number of occurrences, grouped by occurrence duration, for
the corresponding temporal bands identified on the horizontal axis. For example, the
number 2 on the horizontal axis represents all transport occurrences with a duration of
either 1, 2 or 3 hours.bf same asd), but each occurrence is weighted by occurrence
duration. All transport occurrences with durations greater than 24 hours are grouped in the

final column.
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as having ended when 17 consecutive hours of zero sediment resuspension is calculated by
the model. This definition of a sediment transport event establishes a consistent and logical
event criteria, where, presumably, large synoptic atmospheric systems are considered the
primary impetus for driving sediment motion on the shelf. Tables 5.1 and 5.2 list the
number of transport events along with sgelnt statistics to be discussed. Eleven transport
events were identified in 1994 and 8 were identified in 1995 with durations ranging from
a minimum of 20 hours to a maximum of 151 hours.
5.1.4 Qualitative assessment of sediment transport events

Qualitative estimates of suspended particulate ndgtuced from OBS time series
can be used to help determine if the resuspension events predicted by the model accurately
reflect conditions at LEO-15. For reasons to be discussed, the OBS cannot give quantitative
estimates of the suspended sediment concentration for sediment typical of LEO-15. Itis
expected, however, that the OBS record will reflect changes in the concentration of
suspended material, as higher OBS values indicate lower optical transmission. Figures 5.10
and 5.11 show OBS time series in formazin turbidity units (FTU) (D & A Instruments
1989) derived from the S4s. dinidual sediment transport events identified by the BBLM
correspond to the shaded regions in the plots. Noticeable is the saturation of the sensor
various times during each year, which is usually due to biofouling after extended periods
of exposure to a highly productive coastal marine environment. Sharp increases in OBS
values during the first two sediment transport events for 1994 prenc®iraging evidence
that the model is able to identify periods of active sediment resuspension. Similar peaks,
although not asrdmatic when contrasted with background scattering levels, occur during

the last five events in 1994,
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Table 5.1 Sediment transport model results categorized by transport events for 1994.

Event Date Even] T, Cey Iy Iy I'; for each grain size clasd
(1994) | Dura-| ¢n?) (cn?) | (cntls) | (cnd) (cn?)
Elr?rr;) 0.083 0.05 0.024
cm cm cm

1 23-Feb | 33 -0.433| -3.612| 0.451f 3.781 0.271 0.33p 3.168
2 1-Mar | 51 -2.705 | -5.051| 0.382] 6.392| 0.687 0.568 5.1%8
3 4-May | 32 -0.355 -1.106 0.195 1.208 0.119 0.149 0.941
4 23-Aug | 20 -0.106 -1.682 0.361 1.701 0.047 0.388 1.265
5 4-Sep | 34 -0.032 | -0.424] 0.066| 0.434 0.01d 0.08B 0.3B8
6 15-Oct | 40 -0.270 -1.246 0.218 1.298 0.105 0.174 1.019
7 16-Nov | 74 -0.302 -1.356 0.110 1.477 0.125 0.439 0.914
8 21-Nov | 20 -0.022 0.037| 0.008] 0.047] 0.002 0.014 0.081
9 28-Nov | 33 0.081 0.625| 0.118| 0.657 0.022 0.17p 0.463
10 14-Dec | 123 0.006 -1.571 0.077 1.664 0.06%2 0.511 1.092
11 23-Dec | 64 -0.239 -5.631 0.941 5.7171 0.49( 0.520 4.7p8
Annual totals: 524 -4.379 -21.01p 2.927 24.330 1.944 3.3398 19|077

Table 5.2 Sediment transport model results categorized by transport events for 1995.

Event Date Even T, Cey Iy Iy I';, for each grain size clasy
(1995) | Dura-| ¢n?) (cn?) | (cn/s) | (cn?) (cnrf)
tion
(hrs) 0.083 0.05 0.024
cm cm cm

1 15-Jan | 142 -0.176| -0.118] 0.061 1.063 0.038 0.319 0.706
2 4-Mar | 39 0.020 | -0.316| 0.041 0.333 0.002 0.02y 0.303
3 6-Aug | 58 -0.070 | -0.026 | 0.034 0.198 0.004 0.03% 0.1%5
4 15-Aug | 151 -0.638 | -0.251| 0.033 1.013 0.059 0.45f 0.497
5 28-Aug | 54 -0.151 | -0.183| 0.028 0.273 0.002 0.028 0.2413
6 21-Oct | 28 -0.061 0.103| 0.022 0.124 0.005 0.04p 0.0B1
7 11-Nov | 21 0.073 0.853| 0.203 0.882 0.097 0.12p 0.6p4
8 14-Nov | 34 -0.732 | -1.372| 0.619| 3.9471 0419 0408  3.180
Annual totals: 527 -1.734 -1.310 1.041 7.836¢ 0.622 1.435 5.779
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Figure 5.10 Backscatter time series in formazin turbidity units (FlEdyed from S4 OBS
sensor for 1994. Sharp, narrow peaks indicating reduced dpdicaimission correlate well
with predicted sediment transport events. Saturation is also present several times during the

year and may indicate severe biofouling of the detector.
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Figure 5.11 Same as Figure 5.10 for 1995.
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In 1995, notteable increases in OBS levels during the first and fourth events provide
additional evidence that the event criteria and model predictions are identifying active
sediment resuspension. Other peaks not identified with either sediment transport events or
biofouling are numerous throughout the record. These peaks may represent transport
associated with storms lasting less than 17 hours, or may be a result of the calibration and
sensitivity of the OBS sensor. Background ntesels for OBS sensors generally increase
with increasing particle size (D & A Instruments 1989). As a randlit factory-calibrated
OBS sensors are more sensitive to particle sizes on the ordérofm , Which are an
order of magnitude smaller than the medium sized sand indicative of LEO-15. This
explains why it is extremely difficult to relate sediment concentration at LEO-15 to OBS
time series. It further suggests the OBS sensor may be detecting advected particles that
wash-over the study site. Finer particles, including marine aggregates associated with
biological productivity, can stay iuspension much longer than medium size sand. These
particles also register on the OBS detector, and are indistinguishable from finer sand
particles presumed to be suspended locally.
5.1.5 Dominant forcing agents driving sediment resuspension

The near-bed flow is comprised of both low-frequency currents and waves, which
combine to entrain and transport sediment. It is generally believed that on storm-dominated
shelves, waves are the primary impetus for initiating motion. This issue is briefly explored
for the New Jersey shelf using the 2-year modeled and measured data. Figures 5.12 and
5.13 show significant wave heigt,, calculated from the S4 pressure data, along with
individual sediment transport events. An unmistakable pattern relating higher

transport is easily discerned. For at least some portion of all edgnts,
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Figure 5.12 Significant wave height, derived from S4 pressure sensor for 1994. Shaded
regions indicate sediment transport events. An unmistakable pattern relating sediment

transport events to higH, is clearly evident.
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Figure 5.13 Same as Figure 5.12 for 1995.
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exceedd.5mand possesses a distinctive narrow peaked shape. Also noted are a number
of weaker events wherd, extends above 1.t that do not correspond to sediment
transport events. Some of these represent transport occurrences that are less than 17 hours
in duration and are neglected under the present event criteria threshold. But generally, it
appears that the modeled transport events correspond to time periods with higher wave
events.

To distinguish the effects of waves and currents, time series of the maximum
instantaneous shear velocity for the wawg,, and the time average shear veloaity,
predicted by the model are shown in Figures 5.14 through 5.17. Figure 5.14 and 5.15 show
U, for 1994 and 1995. Patternswaf, mimic H, where largeu.,,, clearly correspond to
the transport events. The time average shear velocity shown in Figures 5.16 and 5.17,
however, is generally much weaker thegp and mimics the mean current records depicted
in Figures 5.5 and 5.6. Because sedimenaemhent is directly related to the shear stress,
it is clear that waves dominate the total stress and are responsible for initiating and
maintaining sediment resuspension.

5.2  Model results: Annual sediment transport at LEO-15
In the following discussion, the primary function to describe sediment motion at

LEO-15 is the instantaneous depth-integrated sediment transport defined as

C.n2) u(2) dz (5.1)

-
I
Hos
é\‘\j

whereh is the water depth aridldenotes the total number of grain size classes. As was
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Figure 5.14 Predicted combined wave and current shear velagjtyfor 1994 model run.
Patterns mimic those &f, and shows a clear correlation between sediment transport events

and highu.,,.
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Figure 5.15 Same as Figure 5.14 for 1995.
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Figure 5.16 Predicted time average shear velagityfor 1994 model run. Patterns are

similar to the mean current shown in Figure 5.5.
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Figure 5.17 Same as Figure 5.16 for 1995.
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shown in Section 3.7, the prod@t(2u(2) rapidly decreases with height foe z,, so that
(5.1) mostly reflects sediment transport near or within the wave boundary layer. Another
useful variable to described sediment transport in terms of individual events is the total

depth-integrated sediment transport defined as
I, = frf dt (5.2)

where the limitsT, andT, denote the beginning and end of an event. Within each event,
I'; will take on a maximum value definedlgs. Tables 5.1 and 5.2 list relevant statistics
for the transport events identified in 1994 and 1995. Included are the start dates of each

event, event duration, total depth-integrated cross-shpyeand longshord/, ., transport,

fty
maximum depth-integrated transpadt, andl’, for each grain-size class.
Conveniently defining the winter storm season as any pertagtba 1-October and
31-March indicates that 8 out of the 11 events for 1994 are classified as winter sediment
transport events. Additionally, event duration is highly variable with the shortest event
lasting only 20 hours and the longest 123 hours. Tdsosal distribution, however, shows
that the three summer events are comparable in duration to events in February and late
November. The number of event hours for the entire year totals 524 hours. Dividing this
by the number of hours ttg4s were in operation (6768), translates to 8% active sediment
transport for the recorded time period.
For 1995, a total of 8 transport events are identified, but only Soamged as

winter events. The range in event duration for 1995 is even greater than 1994 with the

shortest event lasting 21 hours and the longest 151 hioilees 1994, 3 events occur during



205

the summer, and account for nearly 19% ofytbarly totall',. The number of event hours
for 1995 totals 527 hours, which translates to active sediment transport nearly 9% of the
year.
5.2.1 Estimates ol and erosion depth

As an initial illustration of the cabilities of the sediment transport model, Figures
5.18(a) and 5.19(a) show time serieslbffor all events. The instantaneous depth-
integrated sediment transport varies in intensity, duration and distribution throughout the
year. For 1994, maximum transport occurs in late December followed by a weaker event
in March. Although these can be characterized as winter events, two other events, one in
late August and one in early May, rdiokirth and seventh, respectively, out of the total 11
events. For 1993 is, on average, much less than for 1994, but still exhibits strong
seasonal variability with the greatest flux during the end of the year. In adfiittends
to be weaker during the longer events. The seasonal distribution depicted for both years
supports the general statement that renstgetic sediment transport events tend to cluster
around the winter storm season. Summer storms, howevarptche dismissed in
contributing to the annual transport budget, as illustrateB; bplues during May and
August 0f 1994 and June and July 1995. Another important quantity often used to
characterize sediment transport is the erosion depth, defined as the change in bed height that
would occur assuming all eroded material goes into suspension. For this study, it is

calculated by dividing the depth-integrated concentration over all grain size classes,

h
N

C.n(2 dz (5.3)
n=1 %
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by the assumed bed concentration< 0.65). Figures 5.18(b) and 5.19(b) show erosion
depth calculated from the suspended sediment concentrations predicted by the model.
Interestingly, erosion depth for most events tends to peak at abowun®.0his indicates

that peak values of sediment resuspension tends to be independent of event duration or
5.2.2 Relationship between event duratiorL;,, and I';

Intuitively, the degree to which an individual transport event contributes to the
yearly total can be categorized according to event duratioh’'gndObviously, longer
events combined with higher average sediment transport will lead to larger total depth-
integrated sediment transport. The question then naturally arises, do the longest events
result in the greatest transport? Figure 5.20 illustrates the relationship b&tyesent
duration and’, for events identified in 1994. All three 1aivles are normalized to 1 so that
the relative value across any one variable is proportional to the height of the corresponding
vertical bar. The events identified with the grealgsdire closely correlated with,,. For
example, events on 23-DecemberF2&®ruary and 1-March rank first, second and third in
I, and events on 1-March, 23-December and 23-February rank first, second and third in
I't. Event duration, however, does not correlate well with either of these, with the longest
event associated with the sixth greatEgtand eighth greatedf;,. For 1995, the

relationship between event duratidh, andl', follows
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Figure 5.18 Predicted maximum depth-integrated transpoan( erosion deptib) for
the 1994 sedimemtansport study. The greatest flux occurs during the beginning and end
of the year, but significant transport is seen during August. Erosion depth peaks near 0.01

cmfor a majority of sediment transport events.



208

Figure 5.19 Same as Figure 5.18 for 1995.
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patterns similar tohose in 1994, witl', more closely correlated with,, than with event
duration. This is illustrated in Figure 5.21 where the longest event corresponds with the
third largest’, and the fifth largedity,.

5.2.3 Cross-shore and longshore transport

Figure 5.22 shows progressive trajectorieE;dor the 1994 events. The andy-
axes are in units df, (cnf/s) and are of equal length to reflect accurately the advancing
motion of the transport through an event. The lines are drawn from the origin which
represents the start of each event, and the crosses indicate an advancement of one hour.
With the exception of 21- and 28-November, the strong southward alongshore component
is clearly illustrated. Figure 5.23 shows the same for the 1995 events. A similar strong
alongshore flux is observed but is interrupted ugést and replaced by a relatively
substantial onshore component. Interestingly, thentastaous alongshore components for
15-January, 6-August and 15-August show a reversal in direction partway through the
event.

In the vicinity of the LEO-15 study area, the New Jersey coastline is oriented
approximately 20 clockwise from true north {27 magnetic). The total depth-integrated
sediment transport is decomposed into shore-noipal+ indicates offshore flow) and
shore-parallell’;,, (+ indicates alongshore flow toward the north, north-east) components.
Results from the cross-shore and longshorerdeosition are depicted in Figures 5.24 and
5.25. For 1994, the predominant transport is alongshore to the south for all but two weak
events in late November, and one event in mid December. The cross-shore component is
weakly onshore for nearly all events. For 1995, cross- and longshore transport also exhibit

strong southerly and slightly onshore components for most of the
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Figure 5.20 Maximum instantaneous depth-integrated tran$pgrnotal depth-integrated
transport];, and event duration for the 11 events identified in 1994. For each of the three
variables, values shown are normalized by the maximum value obtained across all events.
Thus, the 23-December event shows the greatest maximum depth integrated flux and the
greatest time integrated flux, since for both variables, their normalized value is one. For
individual variables, comparing the heights of the vertical bars identifies the rank of that
event against all 11 events for that particular variable. Because of the normalization
procedure adopted here, comparing the relative heights of all three variables for any one

event does not accurately reflect thHatienship between the three variables for that event.
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Figure 5.21 Maximum instantaneous depth-integrated transpgrotal depth-integrated
transportI’;,, and event duration for the 8 events identified in 1995. The format is the same
as for 1994. Again, maximum depthiegrated flux corresponds well with time integrated
flux. Event duration, however, is not well correlated with either maximum depth integrated

flux or time integrated flux.
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Figure 5.22 Progressive trajectories of sediment transport for events identified in 1994.
Axes are drawn on the same scale to emphasize the strong alongshore component during

most of the transport events. Note change of scale.
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Figure 5.23 Hodograph showing transport trajectories for events identified in 1995.
Trajectories are again mostly alongshore with noticeable exceptions during August. Note

change of scale.
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Figure 5.24 Cross-shorE,,, and longshord,;,,, total depth-integrated sediment transport

for each of the 11 events identifitad 1994. For each sediment transport event, identified

by day and month, the left vertical bar indicates the cross-shore component and the right
the longshore component. Time integrated flux magnitude for shore-normal and shore-
parallel components iadicated by the height of the corresponding vertical bar. Negative
values indicate flow toward the south and onshore. For most events, the flux is directed

alongshore to the south and slightly onshore.



215

Figure 5.25 Cross-shoik,,, and longshord,;,,, total depth-integrated sediment transport
for 1995. The graph is organized the same way as for 1994 egttive values indicating
flow toward the south and onshore. Again, 11 transport events are identified for 1995, and

the majority flux is alongshore to the south and slightly onshore.
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year (Figure 5.25). Relatively strong northwdrg,, however, does occur in early
November, followed by weaker transport in October. Weak offdhgres similarly seen

in March and early November, but countered by strong onshore transport in August. The
strong southerly, ahgshore component for both years is in agreement with measured
patterns of flow in the MAB during strong northeast storms (Niederoda et al. 1984). The
slight, yet persistent, onshore component, however, is generally not recognized as the
predominant direction for net long-term cross-shelf transgdré figures also illustrate the
seasonal distribution @, andl’,, with stronger events near the beginning and end of the
year bracketing generally weaker events during the summer and early fall.

5.2.4 The relationship between’; and sediment grain size.

The last category in Tables 5.1 and 5.2lisiccording to sediment grain-size class
denoted’,. As expected, the smaller grains show the largest values, as these particles are
preferentially mixed higher into the water column due to their lower settling velocities.
This leads, on average, to correspondingly lafgerinterestingly, typical values between
the largest and smallest grains span an order of magnitude, reflecting the sensitivity of
sediment flux to particle size.

5.2.5 Comparison of neutral and stratified models

As a final look at results for both yeatsmparisons of sediment transport between
the neutral and stratified versions of the model are presented. The neutral model is run
using the same input wave, current aadiment parameters, and results of time integrated
sediment transport are matched with corresponding values obtained from the stratified
version. Figure 5.26 shou% obtained from both the neutral and stratified models. In all

cases the neutral model predicts at least 78% greater total depth-integrated transport than
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the stratified model, with a maximum of 88%. Averaging these percentages over all events
implies that neglecting the suspended sediment correction can lead to over-predictions by
as much as 82%. Because it has been demonstratedian Sethat smaller grains, O(0.01
cm), influence the stratification solution to a much greater degree than grains typical of
LEO-15, correct parameterization of the stratification correction for arbitrary sediment
condtions becomes crucial. In addition, the neutral and stratified boundary layer models
for 1995 show similar trends as in 1994, witk neutral model predicting on average 86%
greater total depth-integrated sediment transport for the entire year (Figure 5.27).
5.3  Discussion

The definition of a sediment transport event lasting at least 17 hours has eliminated
a number of short sediment transport occurrences, and it is instructive to determine the
consequences of ignoring the contribution from these events in describing annual totals.
A quantitative estimate of the contribution from these lesser events is achieved by taking
the sum ofl; over all events and dividing by the total calculated for the entire year. For
1994, the sum dF; over all events totals 24.58if/s, and the total from the year is 25.598
cnf/s. This translates te96% coverage based on the 17-hour event criterion established
for this study. For 1995, this percentage 8%. When these numbers are categorized
according to grain size class, the 1994 percentages are 99.5% for them@rais, 97%
for the 0.05cmgrains and 95% for the 0.02Mgrains. Similar statistics for 1995 show
97% for the 0.0&mgrains, 88% for th®.05 cm grains and 79% for the @O&rains.

Thus, the criterion used to define
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Figure 5.26 Comparison of total depth-integrated transpgrtor neutral and stratified

versions of the model for 1994. Percentages show 1 minus the ratio of the stratified to
neutral model. The stratified version, on average, predicts 82% less transport than the
neutral. Note that during the most active sediment transport event, the neutral model over

estimates by 88%.
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Figure 5.27 Same as Figure 5.26 for 1995. In this case, the stratified version, on average,

predicts 34% less transport than the neutral.
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sediment transport events for 1994 and 1995 captures most of the annual sediment
transport, and is especially representative of the larger sized grains.

When comparing time series @f with u.,, (Figures 5.14-5.17) it is obvious that
the wave shear stress consgumost of the total. Recalling that sediment resuspension is
directly related to shear stress, it is suspected that the wave is primarily responsible for
sediment entrainment during the transport events. Figure 5.28 shows mean and maximum
u.. andu.,, for events identified in 1994. In both casaes,, values are nearly triple
corresponding.. values. Similaresults hold for 1995 where,, is again nearly triple.,
(Figure 5.29). Examination of Tables 5.1 and 5.2 show that annual tolg|saofdl’, for
1994 are substantially greater than for 1995. The mean of #imora u.,,, over all events
is 13.8cm/sfor 1994 and 12.4m/sfor 1995. Computing the same for the meapgives
11.1cm/sfor 1994 and 10.d4m/sfor 1995. Thidranslates to about 10% greater maximum
u.,, and about 7% greater average for 1994 than 1995. In both casasg, is greater for
1994 when annudbtals of sediment transport are highest. Model predictions, supported
by the available data, have clearly identified waves as the dominant forcing mechanisms
responile for entraining sediment at LEO-15. Althoughfor both years is much less,
it is the mean current that is crucial in transporting sediment suspended by the wave. For
1994, the mean values across all events for botinmizx and average., are 3.8&m/sand
2.1cm/s For 1995, these values are 8m/sand 1.7cm/s This translates to about 10%
greater maximuno,, for 1994 than 1995, and 10% greater average

Becausednger events mean greater exposure of the suspended material to the

current, it is tempting to associdtgwith event duration. Surprisingly though for both
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Figure 5.28 &) Combined wave and current,,, and p) timeaveragel.., shear velocities
calculated by the model for 1994. e8in velocities are categorized by maximum over each
event and the mean for each event. The muedigr shear velocity for the combined flow
indicates that the wave-induced portion of the shear stress makes a significant contribution

to the total, reemphasizing the importance of waves on sediment transport at LEO-15.
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Figure 5.29 Same as Figure 5.28 for 1995. MWwegenerally weaker combined wave and

current shear stress,, for this year compared to 1994.
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yearsl’ is more correlated with,, than event duration. A formal expression describing

the mutual relationship betweéh,, I';, and event duration can be formed by constructing

a matrix of correlation coefficients representing the normalized covariance between these
three variables (Bendat and Piersol 1986kaiing the events as independent observations
and the three parameters as variables produces the matrix of correlation coefficients
depicted in Tables 5.3 and 5.4. Individual matrix values can be interpreted as representing
the correlation between any two pair of variables. As an illustration, the diagonal elements
in Table 5.3 show a correlation of one since event duration correlates perfectly with event
duration, I';, correlates perfectly witlH',, etc... The off-diagonal elements indicate

correlations between variables on the left-hand side and the

Table 5.3 Cross-correlation coefficient relating total depth-integrated sediment flux,
maximum instantaneous depth-integrated sediment flux and event duration derived from
1994 sediment transport events.

1994 Iy | . Event duration
T, 1.00 0.81 0.02
T, 0.81 1.00 0.20
Event duration 0.02 0.20 1.00

Table 5.4 Cross-correlation coefficient relating total depth-integrated sediment flux,
maximum instantaneous-depth integrated sediment flux and event duration derived from
1995 sediment transport events.

1995 Iy | . Event duration
Ty 1.00 0.95 -0.32
| 0.95 1.00 -0.04
Event duration -0.32 -0.04 1.00
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corresponding elements across the top. The correlation coefficient bétyeedl is
found by matching’,, on the left-hand side withi; across the top. Because correlations
between two variables are symmetric, selediipgn the left-hand side add,, along the
top is the same as before. THug,is well correlated with', with a correlation coefficient
of 0.81 for 1994, and 0.95 for 1995. The correlation coefficient bethieand event
duration is 0.02 for 1994, and -0.32 for 1995. Similarly weak correlation coefficients
betweerl’;, and event duration are seen for both years with values of 0.20 for 1994, and
-0.04 for 1995. If the results depicted here are indicative of transport conditions on the
New Jersey shelf, then the greatest sediment transport occurs during short energetic storms.

The seasonal distribution of sediment transport reflects established patterns of
energetic winter storms driving major transport events, countered by less frequent summer
events with a range of transport magnitudes. When the 2-year transport budget is
considered, however, summer storms make up a significant fraction of the total. For 1994
and 1995, a total of 6 summeairtisport events were identified. When separated by annual
contributions, 3 events in 1994 were responsible for 14% of the total dnpuwald 3
events in 1995 were responsible for 19% of the total. A few summer storms produced
transport rates comparable to several moderate winter storms. In fact, the 23-August-94
event ranked fourth iR, for that year, while the 15-August-1995 event ranked thikd, in
the following year. Thus, it is clear that an accurate assessment of long-term sediment
transport patterns must include more than winter storms.

The availability of the S4 data set has made it possible to obtain a preliminary
glimpse into long-term patterns of sediment transpdtE&®-15. These patterns, however,

are a direct consequence of the bottom boundary layer model which is most limited in its
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description of the long-term variability of bed forms. Relatively little is known about the
seabed's response to extended periods of weak wave and @omeitibns, or to reworking
of bed material due to biological activity. In regions where wave-formed ripples are
present, models that incorporate bed reworking by biological organisms usually assume that
after a significant sediment transport event the ripples are continuously smoothed or
distorted by the activities of the organisms. Physitadlels usually assume an exponential
decay, with aate proportional to the assumed efficiency of these organisms in reworking
the sediment bed (Sherwood 1995). Obviously, the efficiency will be a function of the
number and types of organisms present, which is difficult to quantify, and a function of
geographical location and season. In addition, through bediagh@rd grading, the storm
itself can rework the bed, leaving the vertical distribution of bed sediment after a storm very
different from pre-storm conditions.

Although attention to these interesting @adentially important factors influencing
long-term transport must eventually be considered, it shouldtéd tiat the present model
is designed to reflect accurately local conditions during sediment transport events. As
discussed in Section 4, studies have shown that the initiation of sediment motion in wave
dominated environments has an intermediate stage where wave-formed ripples are
accurately described in terms of wave excursionliéamee and maximum near-bottom
orbital velocity. It was hypothesized that when ripples are in this equilibrium state, the
model accurately predicts bedform geometry and bottom roughness. For stronger flows,
the ripples may washout leaving a near-baddport layer for which the model is also able
to calculate the bottom roughness and reference concentration. During storm conditions,

the leading order state of the seabed that most influences sediment transport is assumed to
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be adequately described by the BBLM. This assertion is probably more justified at LEO-15
Node A since the ridge consists of a reasonably well mixed layer of medium sized sand.
In other areas where the vertical distribution is more heterogeneous, or the bed mixture
consists of finer material such as mud that is more easily reworked by biological organisms,
pre- and post-storm bed characteristics may need to be taken into account to form and
adequate description of long-term patterns of sediment transport.
5.3.1 Mechanisms influencing cross-shore transport

As noted for both 1994 and 1995, firedominant cross-shore transport is directed
weakly onshore. This pattern occasionally is interrupted by substantial onshore transport
several times during the 2-year time period. To hghte@x the causes of this predominant
onshore transport, a brief examination of the local winds and LEO-15 bathymetry is
presented.

For this study, the primarsource of wind data is the meteorological tower located
at the Rutgers University Marine Field Station (RUMFS) located in Tuckerton, NJ. The
field station is equipped with a 70 meteorological tower that supports a wind sensor at
the 10mlevel. The sensor logs wind speed and direction each minute which is stored on
disk at the field station. For the present analysis, the 1-minute winds were vector averaged
to form 1-hour winds, whicthen were rotated into long- and cross-shore components and
averaged over each event. During 1994, the wind sensor was fully operational, but in
January 1995 the wind sensor was taken down to refurbish thestosveras not reinstalled
until the end of that year. To fillata gaps left by the Tuckerton wind sensor, hourly wind
data were obtained from NOAA Buoy 44009, Delaware Bay (NDBC 1998) located

approximately 100 miles south of LEO-15. Unfortunately, the NOAA buoy was out of
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service during the beginning and end of 1995, so that only 4 of the 8 events for 1995 are
supplemented by wind data. Despite these unresolvable data gapsll ip@ssible to infer
seasonal current patterns as they relate to local wind forcing. Before presenting wind and
current comparisons, Figure 5.30 shows 24-hour low pass filtered cross- and longshore
wind components obtained from both the Delaware Bay buoy and the Tuckerton wind
sensor for selected days in 1994. Both the longshore and cross-shore decomposition tend
to indicate favorable agreement between the two wind sources. The major differences are
associated with the extreme values, where the Delaware Bay buoy generally indicates
greater magnitudes. The overall trends, however, suggest the Delaware Bay buoy is a
reasonable substitute for the Tuckerton wind sensor.

Figure 5.31 shows wind and current speed and direction for the 11 events in 1994.
The plots represent vector averages over the entire event for both the wind and current.
Each pair of polar grids represent wind and current data for each of the sediment transport
events. The events are depicted in chronological order so that the first pair of polar grids
show the 23-February, 1-March, 4-May and 23-August events. A similar chronological
pattern applies to the second and third set of plots (see Figure 5.31 caption). For most
events, the wind is out of the north directed alongtaest or slightly offshore. Noticeable
exceptions include flows toward the north on 21- and 28-November, and flows towards the

south slightly onshore on 1-March and less so on
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Figure 5.30 Comparison of longshore and cross-shore wind speeds between Tuckerton
wind sensor and Delaware Bay buoy. The Delaware Bay buoy captures the general trends
of the Tuckerton wind sensor, but, on average, possesses greater peak magnitudes during

extreme wind events.
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16-November. For all south or southeast wind directions, the mean current is either slightly
onshore or directed almost perfectly alongshore down the coast. For the northward winds,
the pattern shows onshore bottom currents on 21-November and nearly alongshore flow on
28-November. The general pattern seen in all these current diagrams mimics the results for
the sediment flux study in that most of the cross-shore flow is directed onshore. It is
surprising that this pattern appears to be independent of cross-shore wind direction which
exhibits both on- and offshore movement during the various transport events. For 1995,
the Tuckerton wind sensor only was operational through the elahatry, so that all wind
data from February on is from the Delaware Bay buoy (Figure 5.32). For the 4 events
shown, the wind and current vectors strongly resemble patterns observed during the 1994
events. For both on- and offshore winds, the current is directed entirely onshore. Of
special interest are current patterns for 6- and 15-August, which possess strong onshore
components in the presence of strong alongshore winds.

The available empirical evidence suggests a workppgthesis where the observed
flow patterns result from three-dimensional effects caused by the presence of variable
topography. Off the New Jersey coast topographic variations on several scales alter the
flow from idealized patterns generally attributed to coasts with straight and parallel
contours. For example, large & topographic variations which correspond to drowned
river deltas are more or less uniformly distributed along the New Jersey coastline, and are
believed to be responsible for the obseryedelling patterns observed during the summer
(Glenn et al. 1996). Model results have shown that a meandering jet forms over these
topographic lghs that is shifted northward by the ambient alongshelf current as the event

progresses. These meandering jets can cause net on/offshore flow
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Figure 5.31 Polar grid depicting wind and current vectors for 1994 transport events. The
first two pairs of grids represents the firs 8 transport events. The first polar grid indicates
(solid) 23-Feb, (dot) 1-Mar, (dash) 4-May and (dash-dot) 23-Aug. The second polar grid
indicates (solid) 4-Sep, (dot) 15-Oct, (dash) 16-Nov and (dash-dot) 21-Nov. The final pair
of polar grids indicate (solid) 28-Nov, (dot) 14-Dec and (dash) 23-Dec. All arrows indicate
the direction the current or wind is moving. The compass is oriented into long- and cross-
shore directions so that90 is alongshore toward the north afid 180 is cross-shore toward

the coast.



231

Figure 5.32 Polar grid depicting wind and current vectors for 4 of the 1995 transport events.
The first pair of plots indicate (solid) 15-Jan, (dot) 19-May and (dash) 27-Jun. The second
set indicate (solid) 6-Aug, (dot) 15-Aug and (dash) 28-Aug. For 1995 only 6 of the 11

events are depicted because of a lack of sufficient local wind data.
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as the jet steers away from the coast on the upstream side, and back toward the coast on the
downstream side. It is possible that downwelling favorable winds will produce a reverse
effect, that may explain the persistent onshore movement in the S4 current measurements
at Node A. Alternatively, small scale topographic featurealaceprevalent in the LEO-15
study area. Node A is located at the landward extension of a shore oblique sand ridge
oriented approximately 20 clockwise from shore-parallel, and extendkrg t? the
northeast (Figure 4.1). The presence of this distinctive feature alters the local bathymetry
and also may steer the flow in a manner consistent with the predicted onshore flux. Similar
flow patterns in the vicinity of shore obligue sand ridges have been measured off the
southern coast of Long Island, New York (Hard Mayer 1981). Han and Mayer's (1981)
figure 3b indicates distinct near-bottom onshore flow in a trough separating two sand ridges
during downwelling favorable conditions. Slight near-bottom onshore flow is also seen on
the landward side of the sand ridges, which is somewhat more representative of the
bathymetry where the S4s at LEO-15 are moored. Preferential cross-shore flow is also
common around headlands in stratified estuaries (Chant and Wilson 1997) and in tidal
channels (Lu 1997). In addition, models of neatewotflow over these sand ridges during
downwelling favorable conditions show a slight onshore component in the trough
separating ridge peaks (Trowbridge 1995). Thus, independent flow measurements and
model predictions provide additional evidence that directionally bias lateral flow can in part
be influenced by local variations in topography.

Another possibility could be related to the dynamical balance associated with
Ekman's elementary current system in shallow water. In this barotrophic model,

downwelling favorable winds drive surface currents onshore with an offshore return flow
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at the bottom. Given the extreme shallow depths at Node A, however, it is more likely that
the horizontal current vectors in the absence of sloping topography would line up in the
direction of the wind excluding any turning with depth. A quick examination of the typical

thickness of the Ekman layer,

u
D - ¢ _ 3CMS _ 354%10f cm = 324 m

® f  9.25X10°%st

whereu,, is chosen from Figure 5.28 and the latitude at LEO-15 is approximatefy 39.5 ,
shows thaD. is much greater than the typical water depthr{iLO Ekman layer dynamics,
therefore, indicate this is well within the depth-limited range, and pure alongshore flow is
expected in the absence of 3-dimensional bottom variations.
5.4  Summary

The unique availability of long-term waead current measurements obtained over
a wide shallow continental shelf has furnished a glimpse into processes driving sediment
motion at LEO-15. Model predictions based on these long-term data sets has further
provided an insightful look into annual sediment flux patterns and how sediment transport
events relate to these dominant forcing agents. Common to all sediment transport events
was an unmistakable dominance by waves in initiating and maintaining sediment motion.
This was clearly revealed ug andH, time series as well as model predictions of bottom
wave and current shear stresses. Because storm intensity and duration are crucial factors
in describing sediment flux, correlation coefficients were constructed to see how event
duration and maximum depth integrated flux relate to sediment transport events.

Interestingly, the largest transport events were highly correlated with maximum depth
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integrated flux, with event duration relatively weak by comparison. This suggests that over
the 2-year time period, short energetic stormsrayee efficient transport mechanisms than
longer weaker storms. In agreement with establipbéigrns common to storm-dominated
continental shelves, the most energetic transport events occurred during the winter storm
season. Summer storms, however, contributed significantly to the overall transport budget,
with several summer transport events possessing flux values comparable to moderate winter
storm events.

Modes of longshor&gansport also followed established patterns for the near-shore
region of a wide, gently sloping continental shelf. For nearly all transport events, sediment
transport and currents were directed primarily alongshore in the direction of the prevailing
wind. Regardless of wind direction, a bias toward onshore transport was common to most
events. It was hypothesized that the first order descriptioms$-ahore flow and sediment
transport was controlled by variations in topography that lead to three-dimensional flow
effects. The various scales of bathymetric variability along the inner New Jersey
continental shelf, however, makes it difficult to isolate which features drive the observed

flow.
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6.0 SUMMARY AND CONCLUSIONS

A continental shelf bottom boundary layer model was presémtese in combined
wave and current flows over a non-cohesive, movable sediment bed. Principal model
features include: profile estimates of the mean current and suspended sediment
concentration, calculation of bottom roughness for plane and rippled beds and for sheet
flow, inclusion of a stability parameter to modle¢ effects of suspended sediment-induced
stratification, determination of skin friction to define the reference concentration, and
calculation of the shear stress for the wave, current, and combined wave and current. To
describe how these features are incorporated into the BBLM, a systematic and careful
derivation of the governing equations, emphasizing limiting assumptions and specific
mathematical procedures, was presented. Key features noted during the analysis include:
(a) a 3-layer eddy viscosity, (b) inclusion of a stability parameter for the entire water
column, (c) sensitivity tests on the importances pé and¢,, in determining the wave
friction factor and bottom shear stress, (d) representation of the decay of turbulence kinetic
energy in the region <z <z, through a modification of therm@matic flux using a function
with the same functional form as the wave stress, (e) modification of the vertical coordinate
using a logarithmic coordinate transformation to enhance numerical stability and efficiency,
and (f) representation of the stability parameter using a discrete set of Chebyshev
polynomials. To gauge BBLM performance in the context of similar boundary layer
models, comparisons of mean horizontal current and suspended sediment concentration
profiles with the GG model were presented. The GG model was chosen since the two share
similar turbulence closure schemes, especially with respect to modeling suspended

sediment-induced stratification. Sensitivity of the current and suspended sediment profile
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solutions to changes in the free parametef$ andy, and to changes in the number of
sediment size classes, were also performed.

Field data collected at LEO-15 during the summer months of 1994 and 1995 were
used to calibrate crucial model coefficients and to gauge the accuracy of the BBLM at
predicting natural flows. The primary instruments relevant to the BBLM calibration
included the BASS, SSS, ABS and ADCP, and information on the spatial and temporal
sampling schemes of these instruments and general technical information on how they
operate was discussed. Detailed suspended sediment profile measurements obtained from
the ABS were used in conjunction with current data from the BASS and statistical models
to obtain field estimates aof,, « andy. Examination of the data identified 5 potentially
useful concentration profiles for calculating these crucial parameters. It was determined
thaty = 0.43 for the sediment and flow conditions measured at LEO-15. Further statistical
analysis revealed that 4 of the profiles were obtained during periods when the bottom
roughness was very large. It was determihatiinder these conditions the eddy viscosity
used in the model should be adjusted in a manner that made the model indepemdent of
As a resulte was determined using only 2 of the original 5 profiles. This gave an average
value ofa = 1.55. The resuspension coefficient was also calculated from these two profiles,
with a geometric average gqf, = 3.1 X 103 . Existing reference concentration models
were modified according to the theoretical and empirical findings of Wikramanayake and
Madsen (1992) and integrated into the BBLM. Ripple geometry measurements obtained
from the SSS and near-bed flow and wave parameters obtained from the BASS were use
to distinguish existing ripple geometry and bottom roughness models, and to identify the

most accurate for modeling wave-formed ripples and flow roughness.
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The fortuitous availability of @ar bed current measurements collected during 1994
and 1995 made it possible to obtain a preliminary glimpse intotéongsediment transport
offshore New Jersey. A total of 19 sediment transport events were identified during the 2-
year time period that varied in duration, peak transport and seasonal distribution. During
all events, measurements and model predictions clearly established waves as the primary
impetus for initiating sediment motion. Comparisons between event duration and
maximum transport during individual events showed that most of the short, energetic storms
produced the greatest transport. Although most energetic stooused during the winter
months, several storms of moderate sediment transport potential occurred in the summer
or early fall.

Modes of cross- and longshore transport were consistent with what is expected in
a near-shore environment with the majority transport directed alongshore and in the
direction of the wind. Cross-shore transport exhibited an unusual onshore bias during
nearly all events. It was suspected that local variations in topography, which could lead to
3-dimensional flow effects, were responsible for the observed cross-shore transport.

The major results from this dissertation are summarized as follows:

° For the mean current and concentration in stratified flows, it is necessary to include
the stability parameter at all levels in the boundary layer.

° The number and distribution of grain size classes significantly affects the stability
parameter profile and resulting stratification correction for the eddy viscosity.

° Bottom roughness is directly proportionahidor all flows investigated.
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° A modified version of the Sorenson et al. (1995) directionally dependent bottom
roughness model adequately describes the flow roughness for both unidirectional
flows and when the current is neaf 90 to the wave.

° The ripple geometry model of Wikramanayake and Madsen (1991) is physically
unreasonable for equilibrium conditions and is adjusted for use in the field.

° For a rippled bed, existing theories and experimentally determined values for the
parameter, are consistent with the model and data comparisons presented here.

° For the field, the value = 1.55 produces the best overall correlation between
measured and modeled current.

° The estimatey = 0.43 is lower than the value 0.74 reported in the past, and may
suggest that is grain size dependent.

° Long-term sediment transport on the continental shelf is linked to waves.

° The greatest transport occurs during short, energetic storms.

6.1  Direction of future research
In light of the limited, yet favorable, model and data comparisons presented here,

the BBLM is a promising tool for investigating the first order solution of flow and sediment

transport on the continental shelf. It is equally evident, however, that more studies, both
theoretical and experimental, are needed to further advance the present knowledge base on
flow and sediment transport in the boundary layer. Specifically, this study has identified

3 major deficiencies in our present understanding of boundary layer physics.

1) Field measurements of the current within the wave boundary layer need to be collected

and carefully analyzed. In the past, such measurements were not possible due to a lack of

suitable instrumentation for use in this unforgiving environment. Trowbridge and Agrawal
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(1995), however, using state-of-the-art current measuring systemisdgave to make these
crucial, high-resolution measurements. Although this preliminary study shows that such
measurements are now possible, it hardly possesses the needed temporal and spatial
coverage to establish a significant statistical description or provide a fundamental basis to
test bottom boundary layer models. Additionaiiygasurements within the wave boundary

layer are critical if the bottom roughness is to be accurately calculated.

2) Alternative statistical methods to identify appropriate bursts for model and data
comparisons also must be explored. From the 1995 data set less than 11% of the available
bursts indicated? values greater than 0.99, implying that a majority of the available
profiles were considered inappropriate for calibration studies. The lack of a sufficient
number of adequate bursts reveals an even greater problem for determining the still elusive
parametey,, which requires high-resolution, simultaneous current and suspended sediment
concentration profile measurements very near the bed. To address some of these concerns,
it is suggestethat suitable non-linear statistical methods be employed which can identify

a greater number of measured current and suspended sediment concentration profiles that
conform to the model.

3) Grain size spectra and particle settling velocity need to be accurately determined.
Because estimates of these variables are crucial for validating sediment transport models,
the extreme sensitivity of the calculated suspended sediment concentration profile and the
stability parameter to grasize distribution cannot be overemphasized. Along these same
lines, measurements of the still settling velocity of grains in a marine environment are

severely lacking. This information is needed to create empirical expressions, like those
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developed from laboratory studies, on the relation between settling velocity and grain size
for use in models.

4) A comparison of model results and suspended sediment concentration data during at least
some portion of the 2-year time period that encompassed the long-term study needs to be
conduced. This will provide some validation of the model beyond the qualitative
verification provided by the OBS data. Such a comparison would also provide a systematic
measure of the extended predictive capabilitish®fpresent model when modified for use

in other areas with conditions similar to those found at LEO-15.

From the ideas summarized in this final section, it is clear that a primary focus of
future boundary layer research efforts are to acquire accurate, high-resolution spatial and
temporal measurements of the flow, sediment and bed forms, and use results from these
studies to improve existing boundary layer models and to further the theoretical

understanding of boundary layer mechanics.
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APPENDIX: LIST OF PRINCIPAL SYMBOLS

A - maximum near-bed excursion amplitude for the wave

Aorms - root-mean-square maximum excursion amplitude for the wave
a, - measured/u,,

b, - measured Rouse parameter

G - bed sediment concentration

o - volumetric concentration of fluid

Ciw - friction factor used to definie

C, - concentration in volume of sediment per volume of fluid-sediment mixture
C, - Reynolds averaged concentration for each grain sizerclass
Cim - mean concentration for each grain size ahlass

Cop - periodic concentration for each grain size cltass

c, - turbulent concentration fluctuation for each grain size class

c, - wave phase speed

Cx - ratio of Uy, /Uny°

D(w,0) - directional spreading function

D¢ - scale height of the bottom Ekman layer

d, - sediment grain size for each grain size chass

d, - maximum semi-excursion amplitude for the wave
f - Coriolis parameter

fo - wave friction factor

g - acceleration due to gravity

H - wave height
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- significant wave height

- water depth

- imaginary unit

- neutral eddy viscosity for momentum

- neutral eddy diffusivity for sediment mass

- stratified eddy viscosity for momentum

- stratified eddy diffusivity for sediment mass

- wave number

- bottom roughness length

- bottom roughness length due to ripples

- bottom roughness length due to a near-bed transport layer
- Monin-Obukov length

- wavelength

- scale height of wave boundary layer in the presence of a mean current
- scale height of the wave boundary layer

- Reynolds averaged fluid pressure

- fluid pressure

- turbulent pressure fluctuation

current pressure

- wave pressure

- vertical dependent solution for the wave in the wave boundary layer
- sediment transport

- Rouse parameter
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R - correlation coefficient

R, - wave Reynolds number

S, - relative sediment densipy/p

S, - normalized excess skin friction for steady flows
% - normalized excess skin friction for combined flows
S(w) - frequency spectrum

Sw,0) - directional wave spectrum

Sub - near-bottom orbital velocity spectrum

S - non-dimensional sediment parameter

T, - Chebyshev polynomial of degraee

T, - wave period

t - time

U - Reynolds averaged horizontal component of velocity inctieection
U, - solution for the magnitude of the current

u - horizontal component of velocity in tlkedirection

u’ - turbulent velocity fluctuation in thedirection

U, - maximum near-bottom wave orbital velocity

U, - fluid velocity in thex-direction associated with the current

U, - horizontal component of particle velocity in thdirection

u, - current speed at a known height

u, - fluid velocity in thex-direction associated with the wave

U, - characteristic velocity scale for the wave and current

u, - wave velocity at the outer edge of the wave boundary layer
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- shear velocity derived from time average shear stress

- shear velocity derived from maximum boundary shear stress

- shear velocity derived from time average shear stress over one wave period in
the absence of a current

- shear velocity derived from maximum instantaneous boundary shear stress for
the wave

- Reynolds averaged horizontal component of velocity iryitiieection
- horizontal component of velocity in tlyedirection

- turbulent velocity fluctuation in thgdirection

- fluid velocity in they-direction associated with the current

- horizontal component of particle velocity in tpdirection

- fluid velocity in they-direction associated with the wave

- Reynolds averaged vertical component of velocity

- vertical component of velocity withpositive upwards

- vertical velocity turbulent fluctuation

- fluid velocity in thez-direction associated with the current

- particle settling velocity for each grain size class

- vertical component of particle velocity

- fluid velocity in thez-direction associated with the wave

- characteristic velocity scale for the vertical velocity

- horizontal Cartesian coordinate

- horizontal Cartesian coordinate

- vertical Cartesian coordinate
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- height of specified reference current velocity

- hydraulic roughness

- apparent hydraulic roughness

- arbitrary cutoff point marking the lower boundary where the eddy viscoisty is
constant with height

- cutoff height for the eddy viscosity definedzas,,, /u,

- stability parameter

- free non-dimensional parameter regulating the hejght

- non-dimensional parameter used to define the stratification correction in the
eddy viscosity

- factor multiplying the ripple height in the Sorenson et al. (1995) bottom
roughness equation

- ripple height

- ripple length

- depth-integrated sediment transport

- instantaneous depth-integrated sediment transport

- maximum instantaneous depth-integrated transport

- total depth-integrated sediment transport

- x-component of*;

- y-component of’,

- non-dimensional parameter used to defipein (3.76)

- ratio of neutral eddy viscosity to neutral eddy diffusivity

- resuspension coefficient
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A, - non-dimensional parameter used to defipein (3.86)

9, - height at which the eddy viscosity reaches a maximum defined in (3.25)
ot,, - difference between the neutral and stratified wave shear stresses
d,, - wave boundary layer height

€ - ratio ofu., to u.,

&y, - point-wise error for stability parameter convergence tests
ey - maximum error for stability parameter convergence tests
0 - logarithmic coordinate defined 8s= In(z/z)

0., - mobility number

K - von Karmans constant

\J - kinematic viscosity of water

€ - non-dimensional vertical coordinatezi,,

& - non-dimensional hydraulic roughnesgkA.,,

€, - non-dimensional height z/l,

€, - non-dimensional height z/l,

p - fluid density

Psn - sediment density in each size class

p’ - turbulent density fluctuation

0 - Reynolds averaged density

Pt - total density for the fluid/sediment mixture

p'r - turbulent density fluctuation for the fluid/sediment mixture
01 - Reynolds averaged density for the fluid/sediment mixture

T - shear stress
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Ty - bottom turbulent shear stress
T, - shear stress associated with the time average current
Tom - maximum instantaneous shear stress

- maximum combined wave and current shear stress

cw

Ty - bottom shear stress based on skin friction

T, - steady shear stress based on skin friction

Ton - instantaneous shear stress for combined flows based on skin friction
Tern - critical shear stress based on skin friction

ben - angle between the wave and current

¢, - angle between the maximum wave stress and the combined stress
X - non-dimensional wave and sediment parameter

U’ - Shields parameter

Ve - critical Shields parameter based on skin friction for each sizerclass
) - wave radian frequency

, - equivalent wave radian frequency
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