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U.S. IOOS Coastal Component 
11 Regional Associations; 17 Federal Agencies 



IOOS HF Radar Network (HFRNet) 

Years of Operation:  10 years  Participating Organizations: 33 
Number of files: approx. 10 million  Number of Physical Sites: 138 

   2009/2015 – National HF Radar Plan 



U.S. IOOS HFRNet Growth 
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Scripps 
•  Backend management and distribution 
•  Online visualization and interactive display 
•  Advanced programming interface 
•  Data Services for integration 
•  Site Diagnostics and IOOS Metrics 



Network Architecture 
Data Acquisition 

Example Node to Site 
Aggregator 
communications 

Example Site Aggregator to Site 
communications 

Site - the individual field 
installations of HF radar 
equipment  

Portal or Site Aggregator - a 
local regional operations center 
which maintains multiple 
installations 

Node - Centralized locations 
which aggregate data from 
multiple regions 



Data Acquisition 
Data Flow 

● Portals/Site Aggregators server as ‘point-of-entry’ machines for radial data  

● Nodes are typically used as independent data concentrators  

● Ingestion of local archive volumes may be achieved through hfradar2db 



Google Maps Interface 
Radial Diagnostics 



HF Radar Public Data Availability 
1.) Online Visualization –  
http://cordc.ucsd.edu/projects/mapping/
maps/fullpage.php 
Online visualization of HF radar surface 
currents with ability to change date, 
resolution, colorbar, and station information 
 
2.) Web Overlays - 
http://cordc.ucsd.edu/projects/mapping/api/
Application programming interface (api) 
that allows programmers to overlay the 
currents into any website 
 
3.) THREDDS access - 
http://hfrnet.ucsd.edu/thredds/catalog.html 
THREDDS service that allows folks to 
acquire or used the data via thredds for 
processing and/or visualization. 
 
4.) Diagnostics - 
http://cordc.ucsd.edu/projects/mapping/
stats/?sta=SDBP&aff=SIO 
Individual station statistics and diagnostics 
for operators 
 

5.) Archiving – NODC totals starting in January, 2015  
& backfill to 2008 (east coast) / 2009 (west coast) 



METRICS FY15 (Oct ’14 - Sept ‘15) 

FY14 FY15 

The percentage of time NOAA IOOS funded radars are operational  
during a given reporting period. 

An HF radar derived data file where the number of Observed 
radial solutions meets or exceeds a nominal number of radial 
solutions (X) and the file was reported within (Y) hours of the 
observation.  



units limits 

FILES, DATABASE 

Data Management 
& Distribution 

scale domain Provider content 

INTEGRATED or EXTERNAL 

reference 

METADATA DATA 

                     APPLICATIONS AND DECISION MAKING 
Management Decision Impacts:  Is change/impact as a result of the management decision? 
External Human Influences: Are they present,  Are they avoidable, Are they external to region? 
Natural Variability: Are observed changes caused by natural variability?  E.g. – climate change? 

… … 

Data, DAta, DATa, DATA 

web services file hosting 



Data Management Standards 
•    Standard for Gridded Velocity Format –  
Network Common Data Format (NetCDF) format 
http://www.unidata.ucar.edu/software/netcdf/ 
 
•    Standard Metadata Naming Conventions for data–  
Climate Forecast Interoperability  
http://cfconventions.org/ 
 
•  Standard Metadata for Dataset Discovery  
Attribute Convention for Dataset Discovery (ACDD) 
http://wiki.esipfed.org/index.php/Attribute_Convention_for_Data_Discovery 
 
Example can be found at: 
http://www.cordc.ucsd.edu/projects/mapping/documents/HFRNet_RTV-NetCDF.pdf  
 
•  Standard Distribution Service–  
THREDDS Data Server (TDS) 
http://www.unidata.ucar.edu/software/thredds/current/tds/ 
 



Data Management Standards 
•    Standard for Gridded Velocity Format –  
Network Common Data Format (NetCDF) format 
http://www.unidata.ucar.edu/software/netcdf/ 
 
Definition: NetCDF is a set of software libraries and self-describing, machine-
independent data formats that support the creation, access, and sharing of array-
oriented scientific data. 
 
What is it: Software package to  
transform your data into a format  
that has defined tags  
 
Why is it useful:  your data can be  
read by supporting applications  
without having to translate 



Data Management Standards 
 
•    Standard Metadata Naming Conventions for data–  
Climate Forecast Interoperability  
http://cfconventions.org/ 
 
What is it: Naming conventions for variables. Provides detailed standardized description 
for each variable 
 
Why is it useful:  Facilitates building applications for extraction, analysis and display 
 



Data Management Standards 
 
•  Standard Metadata for Dataset Discovery  
http://wiki.esipfed.org/index.php/Attribute_Convention_for_Data_Discovery 
 
What is it:  Dataset level metadata 
Descriptive information about the data 
 
Why is it useful: Dataset discovery – making it easier for users to find your data 
Crosswalk metadata standards (e.g. ISO  19115,  FGDC, Dublin Core) 



•  Migrating ArcMap users from 
FTP and shapefiles to direct 
access with TDS 

•  ArcGIS Online can also 
access data through a TDS 

•  Produce data in the fewest file 
formats as possible to reduce 
potential (de)synchronization 
issues 

Data Distribution 
THREDDS and ArcGIS 



HF Radar Public Data Distribution and Benefits 

1.  Search and Rescue - U.S. Coast Guard -  Search and Rescue Optimal 
Planning System (SAROPS) 

2.  Oil Spill Response –  
•  California Office of Prevention and Response (OSPR)  
•  NOAA Office of Response and Restoration (OR&R) Emergency Response 

Division (ERD) - General NOAA Operational Modeling Environment (GNOME) 

3.  Assessment - OR&R Assessment and Restoration Division (ARD) - 
Environmental Response Management Application (ERMA)  

4.  Weather - NOAA National Weather Service (NWS) Advanced Weather 
Interactive Processing System (AWIPS-II) HFR Rollout Weather Forecast 
Offices (WFO) – Boston and Miami, July 6, 2015 



Refugio Oil Spill Map from May 20th, 2015 

May 19th – Ruptured oil pipeline just north of Refugio 
State Beach, Santa Barbara County, CA 
•  Approx. 105,000 gallons spilled and 21,000 to coast 



SCCOOS HF Radar Coverage with Temporary 
Installation for Refugio Spill support 

Coverage prior to 
May 20th 

Coverage as of May 21st with 
temporary site (TRL1) 



 
 
 
 

High Frequency Radar Network (HFRNet) 
Global Partnerships 

Australia 

Canada 

Continental U.S.A. 

Puerto Rico and  
U.S. Virgin Is. 

Hawaiian Is. 

Spain/Balearic Islands  
Portugal 

Mexico 

Alaska 

South Korea 



 
 
 
 

High Frequency Radar Network (HFRNet) 
Global Partnerships 



 
 
 
 

High Frequency Radar Network (HFRNet) 
Global Partnerships 

Questions? 
 
 
Discussions: 
 
Data Distribution: THREDDS Data Server ; ftp; http; https 
file modification times are preserved during the file copy.  
 
Data Availability:  account for reprocessing – U.S. network 25hrs 
 
Time: UTC 



Thank You 


